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ABSTRACT 

 
A (2+1)D kinetic Monte Carlo (KMC) code was developed for coarse-grained 
as well as atomic-scale simulations that require detailed consideration of com-
plex surface-reaction mechanisms associated with electrodeposition of copper 
in the presence of additives. The physical system chosen for simulation is simi-
lar to that used by the microelectronics industry to fabricate on-chip intercon-
nects, where additives are used to tailor shape evolution. Although economically 
significant, such systems are often designed in an empirical manner that would 
be greatly enhanced by improved understanding of the additive mechanism 
gained through simulations.  By comparing simulated results at atomic as well 
as coarse-grained scales with theoretical results obtained analytically for vari-
ous limiting cases of behavior, the validity of the KMC code was tested. It was 
found that the surface roughness at a specified length scale can be accurately 
simulated by using a coarse-grained KMC code with lattice spacing of 1/10 or 
smaller than that of the specified length scale—a result that is particularly use-
ful for comparing experimental data on surface roughness with numerical simu-
lations. For second-order homogeneous surface reactions, it is shown that the 
KMC-simulated surface coverage approaches the analytical surface coverage 
as surface mixing is increased by increasing the surface diffusion rate.  The re-
sults verified the numerical accuracy and the reduced computational cost of the 
coarse-grained KMC approach for simulating complex chemical and electro-
chemical mechanisms.  
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1.  INTRODUCTION 
 
Electrochemical metal deposition processes that 
use trace amounts of solution additives support 
a wide range of industrial activities that have 
significant economic impact. Additives influ-
ence mechanistic pathways, as well as form ad-
sorbed molecular stencils that guide surface 
traffic patterns during the course of lattice for-
mation and shape evolution. Such phenomena 
determine the course of events at the nanoscale 
(nucleation and early stages of crystal growth), 
microscale (surface roughness, net geometric 
shape), and macroscale (process equipment de-
sign). Moreover, the deposit shape represents 
the integrated signature of a hierarchy of com-
plex multiscale, multiphenomena events, which 
poses a significant scientific challenge in deter-
mining how the deposit shape evolved.  

Although a significant level of qualitative in-
tuitive insight about additive mechanisms can 
be learned through experience, various kinds of 
uncertainties can nevertheless arise. For exam-
ple, not only is understanding of the fundamen-
tal physical phenomena uncertain, but also how 
such phenomena exert influence on the macro-
scopic outcomes, particularly shape evolution. 
The motivation for the present work is to estab-
lish a stochastic method that will serve as a 
building block suitable for use in multiscale 
modeling. Traditional quantitative engineering 
design methods are typically based on a contin-
uum approach, which is not always able to ac-
curately resolve the nanoscale region, where 
product quality is determined by the action of 
additives. The particular application described 
here involves simulating the influence of addi-
tives on shape evolution at the near-molecular 
scale during copper electrodeposition; a key 
step in processing on-chip interconnects for mi-
croelectronic devices.  

In the present effort, a coarse-grained kinetic 
Monte Carlo (KMC) code was developed to 
simulate the influence of additives on rough-

ness evolution during electrodeposition. In 
coarse-grained simulations, the user selects the 
desired scale by defining the size of mesoparti-
cles, which represent packets of like atoms or 
molecules, while also assigning them some of 
the attributes associated with the behavior of 
individual atoms/molecules. Coarse-grained 
simulations thus provide an approximate 
method for incorporating atomistic physics into 
mesoscale phenomena. For example, surface 
diffusion, which at the atomic scale is modeled 
as single atoms moving among different sites on 
the surface where the likelihood of possible 
movements is regulated by the local environ-
ment around the atoms, is modeled similarly at 
the coarse-grained level. Meso-particles thus 
diffuse along the surface with movements gov-
erned by the same physics that apply to single-
particle diffusion.  

Coarse-grained simulation approaches have 
recently been used in a variety of fields.  A 
coarse-grained Monte Carlo spin-flip simulation 
model was developed to simulate the adsorp-
tion and desorption of molecules from a surface 
to and from the gas phase [1] and diffusion of 
interacting species on a lattice [2]. Coarse-
grained Monte Carlo simulations also have been 
performed to simulate surfactant solutions, par-
ticularly surfactant aggregate structure forma-
tion, binary and ternary phase diagrams, the 
nature of equilibrium micelles, and solubiliza-
tion by micelles [3]. The interactions between 
globular proteins with differing spatial distribu-
tions of hydrophobic surface residues and a 
slightly hydrophobic polymer were simulated 
with a coarse-grained Metropolis Monte Carlo 
model, where the proteins were modeled as 
hard spheres with discrete interaction sites at 
the surface and the polymer is modeled as a 
chain of beads connected by harmonic bonds 
[4].  Also, biomembranes have been simulated 
with a coarse-grained model that integrates 
both Monte Carlo and molecular dynamics 
techniques and simulates molecules as groups 
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of spheres, where the spheres are comprised of 
many atoms [5].  Connections have been made 
between coarse-grained Monte Carlo algorithms 
and renormalization group theories [2,6] 

We have recently reported simulation studies 
with a coarse-grained 3D KMC model  [7, 8, 9, 
10, 11] that used a rate constant based approach 
to determine the possible actions that a 
mesoparticle could make at a given Monte 
Carlo time step. The code used in those publica-
tions checked each active mesoparticle at each 
species’ Monte Carlo time step and either at-
tempted an action or selected to do nothing. The 
improved approach reported below makes more 
challenging simulations possible, particularly 
for low additive concentrations in the ppb to 
ppm range, as well as steric (or proximity) ef-
fects. In addition, the KMC code reported below 
provides the capability for simulating complex 
heterogeneous mechanisms, such as accom-
plished recently by Dooling and Broadbent [12], 
while having the additional features of han-
dling electrochemical reactions and simulating 
a wider range of length scales through coarse-
graining.  The simulation results reported here 
have been performed at both the coarse-grained 
and atomic scale, and have been compared to 
analytical solutions of kinetic equations to ver-
ify the simulation model. 

 

3.  DESCRIPTION OF THE SIMULATION 
     CODE 

The coarse-grained KMC code simulates 
phenomena that take place on the surface of the 
metal during electrodeposition, including ad-
sorption, desorption, surface diffusion, and sur-
face reactions, as well as proposed chemical re-
action mechanisms that incorporate these 
actions. The size of the coarse-grained mesopar-
ticles was chosen so that deposit roughness evo-
lution could be simulated at the same time- and 
length-scales that can be observed experimen-
tally (e.g., with atomic force microscopy). The  
long-term goal is to  compare  coarse-grained  

KMC simulation results with comparable ex-
perimental data to enable the evaluation of pro-
posed mechanisms of additive behavior.  

A (2+1)D formulation was used for the lattice 
sites consisting of the 2D plane of the surface on 
which the deposit grows upward during 
roughness evolution (the +1D component). Lat-
tice sites above or below the surface are not 
considered.  The (2+1)D formulation is also re-
ferred to as a solid-on-solid formulation [13, 14, 
15].  In a KMC simulation algorithm, the transi-
tion probabilities are determined by the rates of 
the associated processes; the rates of possible 
actions at each surface site are determined; and 
an action is performed at one surface site per 
Monte Carlo time step.   

 

2.1.  KMC Algorithm 
 
The algorithm employed in the (2+1)D KMC 
code can be described as follows.  In each sys-
tem there are N species that can possibly un-
dergo k transition events [16].   Each of the k 
transition events have a rate, Ri, associated with 
them.  The N species are then partitioned over 
the possible transition events.  Once the rates of 
the events are calculated, a list of transition 
probabilities can be constructed in terms of the 
rates in such a way that there is a dynamical 
hierarchy established between the rates.  The 
dynamical hierarchy is established by the indi-
vidual transition probabilities 
 

max

,i
i

RW
ξ

=     (1) 

 
where ξmax ≥ ∑

i
iR .  Real time is simulated by 

using the time increment  
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where ni is the number of species out of N that 
are capable of undergoing a transition event 
with a rate ri [17, 18]. 

The KMC algorithm employed here is similar 
to that described by Levi and Kotrla [19] and 
Battaile et al. [20] used for simulations of crystal 
growth: 

1.  Choose a random number r from a uni-
form distribution in the range (0,1). 

2.  Select the transition event from the list 
by selecting the first index s for which 

=1

s

i
i

R r≥∑ . 

3.   Proceed with Rs.  
4.  Update all Ri that have changed as a re-

sult of making the move. 
5.  Advance the time in the simulations by τi. 
 

The rates are binned by type in order to speed 
up the simulations.  Each time a rate is selected, 
an instance of that rate is executed.  The in-
stance of the rate is selected based on the same 
random number that was generated to select 
which rate is executed.  The algorithm is coded 
by using structured lists to minimize the com-
putational expense: 

1. Information about each rate is stored in 
a matrix.  The site number is unique for 
each site on the surface.  Periodic 
boundary conditions are used in the x 
and y directions. 

2. At the beginning of the simulation, all of 
the rates for all possible moves are tabu-
lated and cataloged.  These rates are 
only recalculated when a move occurs at 
a site or one of its eight nearest 
neighbors. 

3. All of the possible rates in the system 
are binned to create a list that is used to 
select what events occur.   

4. The rates are normalized and a random 
number is generated on the interval (0,1). 

5. Once the random number is generated, 
the appropriate event is selected from 
the list.  

6.  Next an instance of that event is se-
lected from the bin for that rate and the 
action is executed.   

7.  The appropriate neighbor rates are up-
dated in the site list depending on the 
action that is taken. 

8.  The time in the system is updated and 
the process is repeated. 

 
The (2+1)D KMC model presented here uses 

the rate-based approach that formulates all ac-
tions in terms of rates and checks a single site 
per Monte Carlo time step. Null events are 
eliminated in this approach. There is a single 
Monte Carlo time step in the simulations that is 
a function of the species and their associated 
rates. It is possible to simulate the effect of low-
concentration additives and steric effects with 
this KMC formulation.   

All simulations presented in this work were 
run on the IBM P690 at the National Center for 
Supercomputing Applications (NCSA).  Each 
simulation was run on a single processor.  The 
simulations typically required less than 5 min to 
complete, but could take several hours to com-
plete for high surface diffusion rate constants. 

 
2.2.  The Mesoparticle Approach 
 
Each mesoparticle [21, 22, 23] in the coarse-
grained mode of the (2+1)D KMC simulation 
code consists of a group of molecules at the 
same vertical position.  However, the effect of 
monolayers is important with many additive 
systems with the result that mesoparticles that 
are more than one-molecule high may not cap-
ture some important effects, such as surface 
blocking, because the entire monolayer could be 
contained in a single mesoparticle due to the 
partitioning employed.  Verification simulations 
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for the mesoparticle approach are provided in 
Sections 3 and 4. 
 
2.3.  KMC Code Performance 
 
An adsorption simulation is used to illustrate 
the performance of the KMC simulation code 
for varying amounts of coarse-graining (see Sec-
tion 3.1 for details on implementation).  In the 
simulations, copper is allowed to adsorb onto a 
5 µm × 5 µm surface and the simulations are 
performed with 0.5 M Cu2+ at an applied over-
potential of -0.10 V.  Five different lattices were 
simulated: 32 × 32, 64 × 64, 128 × 128, 256 × 256, 
and 512 × 512. 

Figure 1 represents a plot of the time re-
quired for the simulation versus the number of 
lattice sites in the simulation. It may be seen 
that the simulation time increases superlinearly 
with the number of lattice sites. The change in 
slope between 103 and 104 lattice sites occurred 
because, for a small number of lattice sites, the 
simulation time  was dominated by the  time  
to write  data  to  files.  It  may  be  seen,  not   
 

surprisingly, that the reduction  in  computa-
tional cost from coarse-graining can be many 
orders of magnitude. In Fig. 2, the mass of cop-
per deposited according to the KMC simula-
tions is plotted as a function of the number of 
lattice sites simulated. Except for the 32 × 32 
lattice, the simulated amount deviated from the 
theoretical amount of deposited copper by less 
than 1%. 

 
3.  VERIFICATION SIMULATIONS  

 
Several different sets of verification simulations 
were performed to compare the coarse-grained 
KMC simulations with theoretical results.  Vali-
dating the KMC model in this manner will fa-
cilitate the comparison of the KMC simulations 
and experimental data because the fidelity of 
the KMC model will be known.  In this section, 
the coarse-grained implementations of adsorp-
tion, surface reactions, and surface diffusion are 
evaluated. 
 

FIGURE 1. Time required for a 1 s simulation of adsorp-
tion of copper from solution onto the substrate. The ad-
sorption simulations are performed on a 5 µm × 5 µm
patch, with varying discretization of the simulation do-
main. Simulations were performed with 0.5 M Cu2+ at an 
applied overpotential of -0.10 V. 
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FIGURE  2. Mass of copper deposited during a 1 s simu-
lation of adsorption of copper from solution onto the sub-
strate. The adsorption simulations are performed on a 5
µm × 5 µm patch, with varying discretization of the simu-
lation domain. For all cases, the amount of copper de-
posited in the KMC simulations deviated from the theo-
retical amount of copper that should be deposited by less
than 1%.  Simulations were performed with 0.5 M Cu2+ at
an applied overpotential of -0.10 V. 
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3.1.  Low-Order Electrochemical Reactions 
 
A common mechanism encountered during 
electrodeposition consists of an electrochemical 
adsorption step followed by an electrochemical 
surface reaction. Consider first the electro-
chemical adsorption reaction A(aq) + e-  
B(ads), in which a B mesoparticle is formed on 
the surface from an equivalent number of elec-
trons and molecules of A in solution. The rate 
equation is based on Tafel kinetics [24, 25] 
 

( )=0= 1
αnFη
RT'

A β totalz
i k C θ C e

nF

 
 
 
−

−        (3) 

 

where 
nF
i

 is the adsorption rate in units of 

mol/(m2-s); i is the current density (A/m2), n is 
the number of charge equivalents per mole 
(eq/mol), F is Faraday’s constant, k is the het-
erogeneous rate constant (m3/mol-s), βθ  is the 

sum of the coverage’s of all species where A is 
not permitted to adsorb, '

totalC  is the concentra-

tion of surface sites (mol/m2), and 
0=zAC  is the 

concentration of Species A in the bulk at the 
surface and can be obtained from a continuum 
code, or, in the case of negligible bulk diffusion 
limitations to the surface, the concentration can 
be specified by the user and fixed for the dura-
tion of the simulation.  If Eq. 3 is rewritten so 
that n and F are on the right-hand side, the term 

0=zACnFk  is the exchange current density j0, 

which is readily accessible in many experimen-
tal systems [26] 

The associated rate in the coarse-grained 
KMC code, rateMC, is the number of events for 
one site occupied by an A mesoparticle per sec-
ond.  A careful accounting for the size of the 
mesoparticle and the number of lattice sites 
gives the equation 

MC =0rate =
αnFη
RT

A zk C e
 
 
 
−

     (4) 

that is not a function of the lattice spacing, be-
cause the larger quantity of molecules that react 
at each event (compared to an atomic-scale 
computation) is exactly compensated by the re-
duced number of lattice sites. 

Verification simulations for a range of 
mesoparticle sizes were reported in Section 2.3.  
The surface roughness at various times is re-
ported in Fig. 3 for a range of mesoparticle sizes 
from atomic (0.256 nm) on a 512 × 512 lattice to 
16 × atomic on a 32 × 32 lattice.  Increasing the 
mesoparticle size by a factor of N shifts the 
length at which the surface reaches the satura-
tion roughness (defined as the surface rough-
ness at long length scales) by about the same 
factor of N (compared to the atomic case).  In-
spection of Fig. 3 indicates that the surface 
roughness at a specified length scale can be ac-
curately simulated provided that a coarse-
grained KMC code is used whose lattice spacing 
is 1/10 (or smaller) of that length scale.  

Now consider the heterogeneous reaction 
A(aq) + B(ads) + 2e-  C(ads) + D(s), where A in 
solution interacts with an adsorbed B mesopar-
ticle on the surface and two electrons. The 
products are an adsorbed C mesoparticle on top 
of a D mesoparticle.  For a first-order rate equa-
tion with the same general form as Eq. (3), the 
expression for the KMC rate would be similar to 
Eq. (4). For a surface of B initially covered with 
a monolayer of A, Figs. 4a and 4b illustrate how 
the coverage of A obtained from theory com-
pares with KMC simulations for both 10 and 
100 nm mesoparticle sizes. It may be seen that 
the simulated coverage coincides closely with 
the theoretical coverage for all times investi-
gated here.  
 
3.2.  Surface Diffusion  
 
The rate expression for surface diffusion is [27, 
28, 29] 

= i
i

E /RTr w e− ,      (5) 
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where wi is the jump frequency (hops/s) and Ei 
is the energy barrier for surface diffusion, 
which depends on the local environment of the 
mesoparticle.  In the case of a flat featureless 
surface, Ei is the energy barrier for movement 
from one site to another.  The mesoparticle can 
be restricted from diffusing onto certain species 
and can have different surface-diffusion energy 
barriers  for diffusing  on different types of species. 

The following derives the jump frequencies 
in terms of the diffusion coefficient and 
mesoparticle size for a simple cubic lattice 
(similar equations for other lattices are derived 
in a similar manner).  Define ci as the surface 
concentration at a plane i, and ∆L as the dis-
tance between lattice sites.  Fick’s Law relates 
the lattice spacing and the diffusion coefficient 
to the flux between planes 1 and 2: 
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FIGURE  3. Root mean square roughness plotted as a function of the length across the surface. The simulation
domain size is held constant at 131.072 nm, with varying discretization for each simulation.  Simulation results
are after (a) 0.5 s, (b) 1.0 s, and (c) 1.5 s, and (d). 2.0 s.   
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( )1 2 ,
c ccJ D D

y L

−∂
= − =

∂ ∆
    (6) 

 
In terms of the jump frequencies to the diagonal 
and horizontal (= vertical) sites, the flux from 
plane 1 to plane 2 is 
 

( )( )1 2= 2 + ∆d hJ c c w w L−       (7) 
 

Combining Eqs. (6) and (7) gives the diffusion 
coefficient in terms of the jump frequencies: 
 

( )( )2= 2 + ∆d hD w w L      (8) 
 

Taking the 2  difference in length scales 
from the diagonal and horizontal lattice sites 
into account gives wh = 2wd, which is substituted 
into Eq. (8) and solved to give 

 

( )22 L
Dwh ∆

=      (9) 

 
 

             
( )24 L

Dwd ∆
=      (10) 

 
which is implemented in the KMC code.  For 
realistic values of the physical parameters, the 
time increment [Eq. (2)] is dominated by the 
high-surface diffusion rate relative to the other 
reaction rates, so the inverse quadratic scaling 
of the rate [Eq. (5)] with the lattice spacing im-
plies that the time increment increases with lat-
tice spacing.  Hence the computational cost of 
coarse-grained KMC simulation for a fixed sur-
face area is reduced by increasing the lattice 
spacing both by the reduction of the number of 
lattice sites and by the increase in the time in-
crement. These results are consistent with simi-
lar observations reported previously for other 
classes of coarse-grained KMC simulations [2]. 

The consistency of the surface diffusion 
implementation was verified by placing a single 
mesoparticle in the middle of a surface and al-
lowing it to diffuse.  A theoretical expression 
for 2D diffusion is [27, 28, 30] 

 
2< > = 4x Dt,     (11) 

 

FIGURE 4. Fractional coverage of A versus time plots
for 5.0 s (a) on a 10 µm × 10 µm surface with a 100 ×
100 site simulation domain (100 nm mesoparticles) and
(b) on a 2 µm × 2 µm surface with a 200 × 200 site
simulation domain (10 nm mesoparticles). The theoreti-
cal coverage (the solid line) is computed from a stan-
dard first-order rate equation.  Simulation results (the
circles) are for a single seed number, since all seed
numbers will give the same results.   
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where <x2> is the averaged squared distance 
from the initial position, D is the diffusion coef-
ficient, and t is time.  Comparing the slope  of  a  
line through <x2> data vs. time with the theo-
retical slope of 4D provides a metric to gauge 
whether or not surface diffusion is being simu-
lated correctly in the KMC simulation code.  In 
the trial calculations reported in Fig. 5, a 1000 × 
1000 lattice was used so that the mesoparticle 
could travel relatively long distances for a rela-
tively long time without crossing the periodic 
boundaries. To account for the variability in the 
data, maximum likelihood estimation [31] was 
applied to attain error estimates on the slopes.  
The maximum likelihood (ML) slope and 99% 
confidence intervals for the slope are 

 
ML slope = 7.4 × 10-10 m2/s    (12) 
 
5.8×10-10 m2/s ≤ slope ≤ 9.0×10-10 m2/s.                (13) 
 
The diffusion coefficient in the KMC code was 
2.0×10-10 m2/s, so 4D = 8.0×10-10 m2/s, which  falls  
 

 

well within the confidence intervals for the 
simulations.  
 
3.3.  Surface Reaction Second Order in  
        Adsorbed Species 
 
Several higher order surface reactions have 
been implemented in the KMC simulation code.  
Here it is shown how the reaction 2A(ads) + 
B(aq)  2C(ads) is implemented and verified.  
The reaction rate is 
 

' ' 2
=0= BA A zr kC C       (14) 

 
where '

AC  is the surface concentration of 
Species A, 

0=zBC  is the concentration of Species 

B in the solution at the surface, and the rate 
constant k has units of m5/mol2-s.  An account-
ing for the A-A pairs on the surface for both 
maximum and intermediate coverages gives the 
rate in the KMC code: 
 

MC
=0
2rate =

8
B z

A A

k C

N D
,     (15) 

 
where NA is Avagadro’s number and DA is the 
diameter of Species A. 

Simulation results to verify the reaction im-
plementation are reported in Fig. 6 for atomic 
and coarse-grained KMC simulations.  At 
longer times, the KMC coverage of Species A 
begins to diverge from the theoretical coverage 
for a homogeneous surface (i.e., uniform surface 
concentrations), with the KMC coverage being 
lower.  When the simulations are run to longer 
times, the KMC coverage of A becomes higher 
than the theoretical coverage and eventually 
remains constant at some nonzero value, be-
cause individual A mesoparticles become iso-
lated from one another and thus remain unre-
acted.  The deviation between the KMC results 
and the theoretical results, which assumes per-
fect  mixing  on  the  surface, diverge as the sur- 

FIGURE 5. Average squared distance a single 25
nm mesoparticle traveled on a 1000 × 1000 2D grid
for various times. Each point on the plots represents
the average of 20 simulations with unique seed
numbers. The 20 seed numbers used to generate
each point were different for each point in order to
eliminate time correlations. 
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face concentration of Species A decreases and 
surface diffusion becomes the limiting factor.  

To investigate the role of surface diffusion, 
two series of simulations were carried out.  In 
the first, only Species A was allowed to diffuse 
(see Fig. 7) and in the second both Species A 
and C were allowed to diffuse. In both cases, 
the mesoparticles were allowed to diffuse only 
on top of the surface, but not allowed over 
other mesoparticles of Species A or C.  In both 
cases, simulations were started with an initial 
coverage of  θA = 0.5 so that the mesoparticles 
had places to diffuse on the surface. In addition, 

the initial configuration for the mesoparticles  of  
Species  A  was  that  they were evenly dis-
persed across the surface.  Simulation results 
with surface diffusion of Species A are shown in 
Fig. 7 and with surface diffusion of both Species 
A and C are shown in Fig. 8.  In both figures, 
the simulated coverage of A is higher than the 
theoretical coverage for a homogeneous surface 
for all times; moreover, the deviation increases 
with time. With an increase in the surface diffu-
sion  coefficient  of  Species A, the conversion of  
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FIGURE 7. Comparison of theoretical and KMC-
simulated coverage of species A as a function of time 
for the second-order reaction 2A(ads) + B(aq) 
2C(ads) for (a) atomic (0.256 nm) mesoparticles and a 
100 × 100 domain and (b) 10 nm mesoparticles and a 
200 × 200 domain. The initial fractional coverage of 
species A is 0.5. The KMC simulations had no species 
surface diffusing or species A surface diffusing at vari-
ous rates. 
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Species A simulated by the KMC code ap-
proaches the theoretical coverage for a homo-
geneous surface of A as a function of time.   

Higher values of the surface diffusion coeffi-
cient required additional computational time 
for a given level of coarse-graining.  To have the 
KMC model exactly match the theoretical re-
sults, the surface diffusion coefficient would 
have to be increased substantially, which would 
be computationally infeasible.  It may be recog-
nized  that,  for the same values of the diffusion  

 

coefficients, the KMC results are nearly the 
same whether C is allowed to diffuse or not, 
which suggests that the surface composition is 
similar in either case. 

 
4. SIMULATIONS FOR AN ELECTRO 
    CHEMICAL/CHEMICAL MECHANISM 

 

A set of reaction steps that is typically found in 
additive mechanisms associated with electrode-
position was simulated with the KMC simula- 
tion code, and results were compared to the 
theoretical coverage of the additive species cal-
culated from kinetic expressions by assuming a 
homogeneous surface.  The mechanism that was 
chosen for illustration here was  

1.  A(aq) + e-  B(ads) 
2.  B(ads)  A(aq) + e- 
3.  Surface diffusion of B 
4.  B(ads) + e-  C(s) 
5.  C(s)  B(ads) + e- 
6.  2B(ads) + D(aq)  2F(ads) 
7.  2F(ads)  2B(ads) + D(aq) 
8.  Surface diffusion of F 
 

Species A is only allowed to adsorb onto the 
substrate or onto Species C, but not onto Species 
B or F.  Species B and F are allowed to diffuse 
over the electrode substrate or over Species C, 
but not over Species B or Species F because 
those moves could lead to nonphysical results.  
The parameters associated with the actions in 
the mechanism are listed in Table 1. 

The simulation results are shown in Fig. 9 for 
the atomic-scale and Fig. 10 for the mesoscale.  
In Fig. 9a, the KMC simulations do not have any 
surface diffusion of Species B or F and, as a re-
sult, the coverage of those species in the KMC 
simulations deviates significantly from the 
theoretical coverage for a homogenous surface, 
for most times.  As the surface diffusion of Spe-
cies B and F is increased to increase homogene-
ity at the surface in Figs. 9b–9d, the coverage’s 
simulated  by  the   KMC  code   approach  the  
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TABLE 1.     Physiochemical parameters used in the KMC simulations of a complex elec-
trodeposition mechanism. 

 
Reaction Parameter Value 

A(aq) + e-  B(ads) k 3 × 10-2 m3/mol-s 
A(aq) + e-  B(ads) α 0.5 
B(ads)  A(aq) + e- k 5 × 10-2 1/s 
B(ads)  A(aq) + e- α 0.5 
B(ads) + e-  C(s) k 5 × 10-2 1/s 
B(ads) + e-  C(s) α 0.5 
C(s)  B(ads) + e- k 5 × 10-1 1/s 
C(s)  B(ads) + e- α 0.5 

2B(ads) + D(aq)  2F(ads) k 5 × 105 m5/mol2-s 
2F(ads)  2B(ads) + D(aq) k 5 × 10-7 m2/mol-s 
 

 
 

theoretical values.  The simulation results in 
Fig. 10 follow trends that are similar to those 
shown in Fig. 9.  As surface mixing is facilitated 
by increased surface diffusion, the coarse-
grained KMC simulation results approach the 
theoretical predictions for a homogeneous sur-
face. 
 
5.  CONCLUSIONS 

 
A coarse-grained (2+1)D KMC simulation code 
was developed to address applications where a 
surface undergoes roughness evolution during 
electrodeposition in the presence of trace quan-
tities of additives. The time required for the test 
calculations increased superlinearly with the 
number of lattice sites (Fig. 1). By comparing 
simulated results with various analytical results 
obtained from limiting cases of behavior, the 
validity of the KMC code was tested.  It was 
found that the mass of copper deposited accord-
ing to KMC simulations was with 1% of the 
theoretical value determined by Faraday’s Law 
(Fig. 2) for lattices above 32 × 32. It was found 
that the surface roughness at a specified length 
scale can be accurately simulated by using a 
coarse-grained KMC code with lattice spacing 
of  1/10  or  smaller  of  that length scale (Fig. 3). 
KMC   simulations  of  fractional  coverage  of  a 

 
species undergoing first-order reaction on the 
surface were found to be in close agreement 
with theoretical values obtained analytically for 
10 and 100 nm mesoparticles for times up to 5 s 
investigated here (Fig. 4).  Diffusion of a single 
mesoparticle on a planar 2D surface was found 
to obey the analytical expression to well within 
the 95% confidence level for both 25 and 100 nm 
mesoparticles (Fig. 5).   

For second-order homogeneous surface reactions, it 
is shown that the KMC simulated surface coverage 
approaches the analytical surface coverage as surface 
mixing is increased by increasing the surface diffusion 
rate.  When surface diffusion of reacting species 
was included in the KMC simulations, it was 
found to be computationally expensive to in-
crease the diffusion coefficient to sufficiently 
large values to achieve close agreement with 
analytical results obtained with the assumption 
of rapid diffusion (Figs. 7 and 8). Simulations in-
volving large values of surface diffusion coeffi-
cients were found to be more computationally 
efficient when using coarse-graining. For a typi-
cal multistep additive mechanism involving 
surface diffusion, it was found that the time 
variation of surface coverage of reaction inter-
mediates obtained analytically was in agree-
ment to within 10% for both  atomic-scale  KMC  
simulations  (Fig.  9)  and  10  nm  mesoparticles 
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FIGURE 9. Comparison of theoretical and KMC simu-
lated coverage of species B and F as a function of time
for the complex reaction mechanism for atomic (0.256
nm) mesoparticles and a 100 × 100 domain. The KMC
simulations had species B and F surface diffusing. The
simulations had surface diffusion rate constants of spe-
cies B and F of (a) 0 m/s, (b) 1 × 10-14 m/s, (c) 1 × 10-13

m/s, and (d)1 × 10-12 m/s. 

FIGURE 10. Comparison of theoretical and KMC-
simulated coverage of species B and F as a function of
time for the complex reaction mechanism for 10 nm
mesoparticles and a 200 × 200 domain. The KMC simu-
lations had species B and F surface diffusing. The simu-
lations had surface diffusion rate constants of species B
and F of (a) 0 m/s, (b) 1 × 10-13 m/s, (c) 1 × 10-12 m/s,
and (d). 1 × 10-11 m/s. 
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(Fig. 10). The results verified the numerical ac-
curacy and the reduced computational cost of 
the coarse-grained KMC approach for simulat-
ing complex chemical and electrochemical 
mechanisms.   
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