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It is becoming increasingly clear that simulation models of transient enhanced diffusionsTEDd in
silicon need to incorporate interstitial charging effects accurately in order to adequately reproduce
experimental data near the surface and near the underlying junction. However, in the case of boron
TED, the relevant charge states and ionization levels of both boron and silicon interstitial atoms are
known only imperfectly. The present work attempts to describe this behavior more accurately via
simulations of implanted profiles that employ a model whose kinetic parameters have been
determined with considerable confidence by rigorous systems methods. The results suggest that B
has two relevant charge states:s1d ands2d. The corresponding states for Si ares11d ands0d. The
effective ionization levels for B and Si are 0.33±0.05 and 0.12±0.05 eV above the valence band
maximum, respectively. ©2005 American Institute of Physics. fDOI: 10.1063/1.1829787g

I. INTRODUCTION

Transient enhanced diffusionsTEDd of ion-implanted
dopants in silicon has attracted a great deal of study over the
last three decades1–4 because TED plays a significant role in
limiting the shallowness ofpn transistor junctions in ad-
vanced microelectronic devices.5 Interstitial atoms generated
by implantation serve as the primary mediators of TED.
Trapping or absorption of these interstitials by larger defects
such as dislocation loops, interstitial clusters, and nearby sur-
faces or interfaces is well known to affect the magnitude of
TED and the shape of the resulting dopant profile.

However, it is becoming increasingly clear that simula-
tion models of TED also need to incorporate interstitial
charging effects accurately in order to adequately reproduce
experimental data, especially near the surface and near the
underlying junction. For example, electric fields associated
with band bending near atomically clean Si surfaces6 and
Si–SiO2 interfaces after implantation7 can interact with
charged interstitials to transform the boundary from a signifi-
cant sink into a good reflector, which has the net effect of
deepening the underlying junction.7,8 Band bending also pro-
vides a mechanism for dopant pileup near the boundary if
boron interstitials can assume a negative charge8 and if the
associated ionization level is below roughly midgap. Up to
now, simulators have proven inadequate for even qualitative
predictions of this phenomenon.9 As junction depths become
progressively shallower because of device scaling, the im-
portance of surfaces and interfaces in controlling such phe-
nomena becomes correspondingly greater. Down near the
junction, the built-in electric fields can also interact with
charged interstitials to affect their motion10,11 and conse-
quently the junction depth and profile steepness.

However, for boron TED, the relevant charge states and
ionization levels of both boron and silicon interstitial atoms
are known only imperfectly. This laboratory has recently de-
veloped a model for dopant diffusion and activation based on

rigorous systems-based analysis.12–16 The present work em-
ploys profile simulations using that model to describe charg-
ing behavior more accurately. The results suggest that B has
two relevant charge states:s1d and s2d. The corresponding
states for Si ares11d ands0d. The effective ionization levels
for B and Si are 0.33±0.05 and 0.12±0.05 eV above the
valence band maximum, respectively.

II. MODEL

A. Simulation method

Calculations were performed using the profile simulator
FLOOPS 2000sby Mark E. Law of the University of Florida
and Al Tasch of the University of Texas/Austind17 with ki-
netic rate expressions and parameters reported in Ref. 16.
No-flux boundary conditions were employed for interstitials
at the surface. Simulation results were compared to data from
secondary ion mass spectroscopysSIMSd reported
previously16 for Si wafers implanted with B at 0.60 keV with
a fluence of 231015 ions/cm2 at 0° tilt. The heating program
was a conventional “spike anneal” described in Ref. 16, with
heating rates varying from 75 to 350°C/s. Diffusivities for
the interstitials were assumed to be independent of charge
state. As discussed elsewhere,12 the literature does not pro-
vide a sufficient basis for assigning a charge state depen-
dence to these diffusivities, although such dependence may
exist. Fortunately, formal parameter sensitivity analysis has
shown that the diffusivity of Si interstitials plays essentially
no role in affecting junction depth or dopant activation.14 On
the other hand, the diffusivity of B interstitials does play a
significant role. The present simulations suggest, however,
that this diffusivity takes a back set to charge state in deter-
mining the most important metric of profile shape examined
here: the slope of the profile near the junction.

Some explanation is in order to clarify the relationship
between the rate parameters of Ref. 16 and those determined
here. The activation energies of Ref. 16 were obtained by
integrating literature values together with experimental dop-
ant profiles measured by SIMS. The integration was accom-
plished using systems-based mathematical methods, begin-
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ning with the maximum likelihood estimation to develop an
optimally likely parameter set from the totality of literature
reports. This parameter set was then refined using SIMS data
together with maximuma posteriori sMAPd estimation.
MAP accomplished the refining by solving a global optimi-
zation problem employing both simulation results and ex-
perimental profiles. However, the simulations used existing
literature to assume a set of values for the charges in the
interstitialsfs1d ands2d for B, ands11d, ands0d for Sig as
well as ionization levels for those charge states roughly
equivalent to those determined here. As will be discussed
later, literature reports for the identities and ionization levels
of the charge states are far from conclusive. The simulations
described here seek to verify and refine the assumed values
for these quantities based on the parameter set that emerged
from MAP analysis.

There is no tautology in this verification and refining,
however, because the parameters emerging from MAP analy-
sis depended upon a global optimization procedure using the
entire profile, whereas the present comparison between simu-
lation and experiment focuses upon qualitative comparison
primarily of profile slopes near the junctions and secondarily
of junction depth. Thus, the uses of the experimental data
differ significantly enough to be considered independent of
each other.

B. Charge statistics

To solve Eqs.s1d–s3d for the mobile species requires that
assumptions be made regarding charge states available to
these species as well as their “ionization levels”—values of
the Fermi energy at which the majority charge state changes.
Since neither the stable charge states nor the ionization levels
are definitively known for the key species Bi and Sii, this
work seeks to determine these properties by comparing
simulations based upon a variety of assumed properties with
experimental B profiles determined by SIMS. To narrow the
likely range of parameters, however, we relied to a signifi-
cant extent on the knowledge already available in the litera-
ture.

There exists significant experimental and computational
evidence that charge states for interstitial boron inp-type Si
below room temperature are Bi

+ and Bi
−. Experimentally, Har-

ris et al.18 interpreted photogenerated signals from deep level
transient spectroscopy and electron paramagnetic resonance
in the range 50–250 K in terms of a donors+/0d level close
to the conduction band minimumEc at Ec−0.13 eV and a
lower-lying acceptor levels0/−d at Ec−0.45 eV. These re-
sults correspond to “negative-U” behavior in which one ion-
ization event leads quickly to a second, in this case destabi-
lizing the neutral state with respect to the positive and
negative. Computations by the density functional theory
sDFTd largely confirm this finding,19 indicating that Bi con-
verts from a positively charged splitsor possibly tetrahedrald
configuration to a negatively charged hexagonal configura-
tion at Ev+0.27 eV. In this vicinity, however, the calcula-
tions also predicted neutral split and hexagonal states with
formation energies only slightly highers,0.1 eVd than the

charged states. Given the significant uncertainties associated
with the DFT computations of this sort, the neutral states
cannot be ruled out.

Furthermore, these combined results do not preclude the
dominance ofBi

0 at higher temperatures. Indeed, the ioniza-
tion levels associated with the pertinent charge states can
move significantly as temperature rises and the band gap
shrinks. Ionization levels for donors tend to track the valence
band as the band gap shrinks, while the levels for acceptors
track the conduction band. Such phenomena are associated
with the ionization entropy of point defects as first described
for bulk defects in Si20,21 and later for the corresponding
surface defects.22 Indeed, Halleret al.23 and Uematsu24 have
satisfactorily modeled diffusion data for boron using the neu-
tral state.

For Si interstitials, the most likely charge states inp-type
Si are also incompletely established. The possible
candidates19,25–29include Sii

++, Sii
0, Sii

−, and Sii
−−.25 Fair11 em-

ployed Sii
+ and Sii

0 to rationalize the shapes of TED profiles
for implanted boron, but subsequent computational work by
the DFT and related methods suggested that Sii

+ is destabi-
lized by negative-U behavior25,28,29at 0 K. Thus, doubt was
cast upon the interpretation of the TED data, but again the
temperature regimes were sufficiently different to leave open
the possibility that Sii

+ plays a role under processing condi-
tions.

For Sii, no experimental work exists concerning ioniza-
tion levels. Computational results from Leeet al.,25

Harrison,28 and Zhu29 based on the DFT suggest that the
ionization levels differ considerably for the three different
site configurations available to Sii. Leeet al. reported that the
lowest energy state is Sii

++ in the tetrahedral configuration
below Ev+0.73 eV, with a switch to Sii

− in the f110g-split
configuration at higher Fermi energies. Hakalaet al.19 found
the same configurations, but the charge state switches instead
from Sii

++ to Sii
0 at Ev+0.62 eV.sThis value was calculated

from the data in their Table II.d The corresponding value
from Zhu’s DFT calculations isEv+0.45 eV.29 sHarrison28

used a semianalytical approach that assumes this switch oc-
curs at the middle of the band gap, orEv+0.6 eV at 0 K.d
Leeet al.25 reported a further switch to Sii

−− in thef110g-split
configuration aboveEv+1.02 eV, while Zhu found a switch
to Sii

− at Ev+1.01 eV.
Clearly there exists much disagreement about the exis-

tence and nature of negative charge states in strongly
n-doped Si. However, forp-type and weaklyn-type material,
the preponderance of evidence points to the Sii

++ and Sii
0

states as most important, with an arithmetically averaged
ionization level atEv+0.54 eV. During high-temperature dif-
fusion, however, several geometric configurations are prob-
ably sampled—not all of them having the lowest energy. The
appropriate effective ionization levelESii* to use for thes+
+ /0d transition therefore becomes unclear.

Given this uncertain state of affairs for both Bi and Sii,
we fitted experimental TED profiles using several plausible
combinations of charge states, using the effective ionization
levelsEBi* and ESii* as adjustable parameters.

For computational tractability, the mass balance equa-
tions of Eq.s1d were set up to track the total concentration of
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each type of defectsincluding all charge statesd rather than
each charge state. Such an approach requires the assumption
that defects reach their thermodynamically appropriate
charge states on a time scale that is fast compared with de-
fect motion and reaction. This assumption has long been em-
ployed in the modeling of defects in Si, for example in dif-
fusion by the Bourgoin mechanism30 wherein charge state
changes even during the course of an individual diffusive
hop. To give a specific example of how the mass balance
equations were formulated, we take the case of interstitial
boron, assumed to exist as Bi

+ and Bi
− species. The transient

mass balance for total Bi becomes

]Bi

]t
=

]Bi
+

]t
+

]Bi
−

]t
. s1d

Assuming that the intrinsic diffusivities of Bi
+ and Bi

− are
equal, Eq.s1d can be combined with basic mass balance
equations based on Fick’s second law to become

]Bi

]t
= DBiH ]2Bi

]x2 +
1

a
FgBBi

]2c

]x2 +
]c

]x

]

]x
sgBi

BidGJ + GBi
,

s2d

where G denotes a net generation rate. The parametera
=kT/q, with k being Boltzmann’s constant,T being tempera-
ture, andq the electron charge. The parametergBi obeys

gBi
= gBi

+ − gBi
− s3ad

with gBi
− =

Bi
−

Bi
= F1 +

1

g
expSEBi

− − EF

kT
DG−1

s3bd

andgBi
+ =

Bi
+

Bi
= F1 + g expSEF − EBi

+

kT
DG−1

. s3cd

The parametersgBi
+ and gBi

− represent the relative fractions
of interstitial boron in the positive and negative states, re-
spectively. The degeneracy factorg21,31 in Eqs.s3bd ands3cd
equals unity for the interstitial pair Bi

+ and Bi
− sas well as for

Sii
0 and Sii

++d because there is no difference between the
charge states in the number of unpaired electron spins. How-
ever,g=2 for the interstitial pair Bi

+ and Bi
0 because Bi

0 con-
tains an extra unpaired spin compared to Bi

+.

III. RESULTS AND DISCUSSION

Simulations were run for the following ionization transi-
tions treated in the literature as discussed above: Bis+/0d,
Bis+/−d, Siis++ /0d, and Siis+/0d, in which four permuta-
tions of the B and Si charge states are possible. Ionization
levels were adjusted by trial and error to provide the best fit
for each combination. Figures 1–4 show the corresponding
simulation results compared to experimental SIMS data for
the example case of a spike anneal with a heating rate of
150 °C/s. Thefigures use this set of experimental data for
consistency, although comparisons of the simulations to
SIMS profiles taken under other conditions were also made.

Note that the most important feature to fit of the experi-
mental profiles is in regions where the built-in electric field

is high. Although substantial fields can occur near the surface
due to electrically active states there by implantation,7,8 the
spatial extent of these fieldss,1 nmd is small compared to
the length scale of the profiles shown in Figs. 1–4. The other
substantial fields in these figures occur down near the junc-
tion swhere the total concentration of boron reaches
1018 cm−3, nearx=50 nmd. The electric field in this region
points toward the surface, and opposes the diffusive motion
of positively charged species deeper into the bulk. Such ef-
fects have been well known for many years.32 The slope of
the simulated profiles reflects how effectively the field op-
poses this motion, and is quite sensitive to the charge states
of the interstitials. The junction depth itself depends upon the
charge states as well, but also depends sensitively on certain
other parameters in the simulation model such as the activa-
tion energy for diffusion of boron interstitials.sFormal sen-
sitivity analysis14 shows that the diffusivity of silicon inter-
stitials exerts very little effect on the junction depth.d The
slopes of the profiles depend much less strongly upon these
parameters, and therefore provides a more reliable test of the
charge states alone.

Inspection of the figuressand of related data at different
heating rates, not shownd shows that the combinations in-
cluding Bis+/0d tend to intersect the experimental profiles
with a slope that is too shallow near the junction. The charge
state on Sii has no appreciable effect on the profiles with

FIG. 2. Comparison of simulation to experiment for Bis+/−d :Siis++ /0d.
Both slope and junction depth are fit better with this combination of charge
states than the other combinations.

FIG. 1. Example of a FLOOPS profile simulation for Bis+/0d :Siis++ /0d
compared to experimental SIMS data from a spike anneal at 150°C/s. Fit
of the profile slope near the junction at about 50 nm is too shallow.
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Bis+/0d. Combinations including Bis+/−d do a better job of
capturing the slope near the junction, though the charge state
on Sii does exert some influence. Simulations with Siis+/0d
diffuse further than those with Siis++ /0d, and yield poorer
fits—both in terms of the junction depth and the slope near
the junction. The Bis+/−d :Siis++ /0d combinationssee Fig.
2d yields the best fit. The corresponding ionization levels
EBi* and ESii* for the Bis+/−d :Siis++ /0d pair are 0.33±0.05
and 0.12±0.05 eV above the valence band maximumEv, re-
spectively. Note that for ease of implementation, and follow-
ing the spirit of the phenomenology used here, these values
were assumed to be independent of temperature in the simu-
lations.

On the basis of Figs. 1–4 and other data sets we have
examined, the existence of Bis+/0d cannot be completely
excluded. However, Bis+/−d provides better fits to the ex-
perimental data, especially by the key criterion of slope near
the junction. Also, the negative state is necessary to explain
near-surface dopant pileup effects observed in other pub-
lished work,8 and accords with the negative-U behavior pre-
dicted by quantum calculations.

IV. CONCLUSION

This work has attempted to ascertain with greater accu-
racy the interstitial charge states that are most relevant for
boron TED, and has estimated the associated ionization lev-
els. The estimates rely on simulations of experimental diffu-

sion profiles, and therefore the accuracy depends upon the
validity of the remaining parameters in the model and on the
reliability of SIMS in measuring profile slopes near the junc-
tion. The model employed here incorporates parameters de-
rived from mathematically rigorous systems-based methods
that combine experimental data together with aggregated
computational estimates for the parameters found in the lit-
erature. Hence, the model has a greater likelihood of accu-
racy than alternativead hocapproaches. SIMS suffers from
well-known limitations in measuring dopant profiles, al-
though dopant slopes near the junction under the conditions
of our experiments probably suffer less than other metrics of
profile shape. Experiments at different maximum tempera-
tures might help if the range of maximum temperatures were
sufficiently large to ensure that the Fermi level crosses one of
the ionization levels, so that different charge states could be
sampled experimentally. However, the strong temperature
dependence of profile spreading acts to limit that range, so
the chance of such a crossing is modest.
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