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a b s t r a c t 

The ‘multiphase particle-in-cell coupled with population balance equation’ (MP-PIC-PBE) method is intro- 

duced for simulating multi-scale multiphase particulate flows. This method couples the meso–scale fluid 

dynamics simulated by the MP-PIC method with the simulation of the micro-scale particle size distribu- 

tion. The homogeneous population balance equation is calculated for each discrete particle tracked in a 

Lagrangian frame, after the MP-PIC numerical procedure is followed at each time instance. This approach 

allows the particulate phase to accommodate the particulate stresses using spatial gradients and allows 

the Lagrangian description to predict particle properties by the PBE. For the antisolvent crystallization of 

Lovastatin in a biradial mixer, the proposed method is compared to an existing method that simulates 

the spatiotemporal evolution of the particle distribution by combining a multi-environment probability 

density function with the spatially varying PBE. The MP-PIC-PBE method has lower computational cost 

and provides more detailed information, such as particle age and location. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

Several solvers are available for the simulation of multiphase

articulate flow, which can be broadly categorized into Euler-

ulerian and Euler-Lagrangian approaches ( Goldschmidt et al.,

004 ). The Euler-Eulerian approach expresses all phases using the

ontinuum governing equations, with particle-particle stresses ex-

ressed using spatial gradients of the volume fraction and the ve-

ocity. The approach applies to flows of any particle density. A

rawback of the approach is that modeling the flow of particles

f different types and sizes complicates the continuum formula-

ion because it requires a separate model for each type and size

 Ding and Gidaspow, 1990 ; Khopkar et al., 2006 ). 

The spatiotemporal evaluation of a distribution of particles in

uler-Eulerian methods can be modeled by using the population

alance equation (PBE) ( Xie and Luo, 2017 ). However, solving both

he PBE and fluid dynamics equations simultaneously is costly be-

ause it involves a partial differential equation with at least five

ependent variables: time, 3-dimensional space, and particle dis-
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ribution variable (e.g., size) ( Rigopoulos, 2010 ). The method of

oments is an efficient alternative to reduce the computational

ost of simulating a PBE, but provides much less information on

he particle distribution ( Marchisio and Fox, 2005 ; Marchisio et al.,

003 ). 

The Euler-Lagrangian approach uses the Lagrangian description

or the particulate phase and the Euler description for the con-

inuum phase. Using this approach, the particles can have dif-

erent sizes, shapes, densities, and velocities ( Fernandes et al.,

018 ). However, when the volume fraction of particles in the

ystem is greater than 5%, the frequency of particle colli-

ions is unrealistically increased and accuracy is drastically low-

red ( O’Rourke, 1981 ). Based on the PIC method ( Harlow and

msden, 1971 ) developed since the 1960s, the MP-PIC method

 Andrews and O’Rourke, 1996 ; Snider, 2001 ; Snider et al., 1998 )

omputes the stresses of dense particles using interpolations be-

ween grids and discrete particles. PIC-based methods can accom-

odate flows involving chemical reactions ( O’Rourke et al., 1993 ).

owever, the computational cost is high when expressing chem-

cal reactions or mass transfer to all the particles represented by

agrangian frames and simulating changes in particle distribution

t the micro scale with the fluid dynamics in the same scale. 

https://doi.org/10.1016/j.compchemeng.2019.106686
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Fig. 1. Schematic diagram of the MP-PIC-PBE for a supersaturated crystallization. 
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This study proposes the multiphase particle-in-cell coupled

with population balance equation (MP-PIC-PBE) method. This nu-

merical simulation method can efficiently simulate the micro-scale

particle distribution changes sensitive to fluid phase dynamics. The

PBE is considered within a Lagrangian frame, to efficiently com-

bine with the particle distribution function used in MP-PIC. This

approach preserves mass and energy conservation between the

phases in the Eulerian and Lagrangian frames. The PBE in this pro-

cedure is directly linked to the discrete parcels and retains all the

original information while maintaining homogeneity. This charac-

teristic makes the simulation of the particle distribution more effi-

cient than for the PBE in an Euler-Eulerian approach. 

For the antisolvent crystallization of Lovastatin in a biradial

mixer, the proposed method is compared to the coupled CFD-

PDF-PBE method, which predicts the particles’ behavior and par-

ticle size distribution by combining a multi-environment proba-

bility density function (PDF) with the PBE in an Eulerian frame

( da Rosa and Braatz, 2018 ; Pirkle et al., 2015 ; Woo et al., 2009 ,

2006 ). The MP-PIC-PBE method is consistent with the CFD-PDF-

PBE method within the maximum difference of about 3.2%, while

providing more information such as particle size, velocity, and lo-

cation. 

2. Model description 

The proposed method is an extension of the MP-PIC method

( Andrews and O’Rourke, 1996 ). The mass, momentum, energy,

and species equations are solved for the continuous phase, and

the Liouville equation ( Williams, 1985 ) is solved for the par-

ticulate phase. The continuous phase is expressed as compress-

ible flow since the model involves the density changes accord-

ing to the components’ mixing, mass transfer, and chemical re-

actions. The compressibility with the changing density is numer-

ically computed based on the Reynolds time-averaging procedure

( Holzmann, 2018 ). 

The particulate phase is injected and tracked in a Lagrangian

reference frame. The collisional force between particles are in-

cluded using the continuum particle stress model ( Harris and

Crighton, 1994 ), and the interphase effect between the particulate

phase and the continuous phase is represented by the drag force

( Gidaspow, 1994 ). The particle normal stress can be changed ac-

cording to the particles concentration of the system to be analyzed,

and the drag force can be varied depending on the state of the

continuous phase (gas, liquid, or solid) or by rearranging various

parameters (Liu, 2018). 

To simulate the particles’ behavior in a reactor, the particles’

size and mass changes including micro-scale phenomena should

be predicted comprehensively. In this study, a computational fluid

dynamics (CFD) approach is proposed for predicting the correla-

tion between fluid dynamics on the mesoscale and particle distri-
ution changes on the microscale, as shown in Fig. 1 . This method

olves the independent PBE for each parcel to reflect the physic-

chemical changes caused by the interaction with the continuous

hase. A parcel is assumed to be a perfectly mixed reactor, and the

omogeneous PBE predicts the particle distribution within a par-

el. The PBE of a parcel includes the time and particle dimensions

nd can ignore the spatial dimension, which removes the convec-

ive and diffusive terms in the PBE, which are related to the Liou-

ille equation in the MP-PIC method. In other words, in population

ynamics, MP-PIC predicts the changes by the particle flow, and

he independent homogeneous PBE reflects the changes by chemi-

al sources. The calculation of the PBE on a parcel by parcel basis

n the cell increases the numerical stability and reduces computa-

ional cost without eliminating relevant mathematical details. 

.1. Model equations of motion 

.1.1. Continuous fluid phase 

General equations of the continuous fluid phase reflecting mo-

entum and energy balance due to mass change, considering com-

ressible liquid density, can be described by 

Mass equation 

∂ 
(
θ f ρ f 

)
∂t 

+ ∇ ·
(
θ f ρ f u f 

)
= −S m 

, (1)

Momentum equation 

∂ 
(
θ f ρ f u f 

)
∂t 

+ ∇ ·
(
θ f ρ f u f u f 

)
+ ∇ · τ

= −∇P + θ f ρ f g − F − u f S m 

, (2)

Energy equation 

∂ 
(
θ f ρ f h f 

)
∂t 

+ ∇ 

(
θ f ρ f u f h f 

)
+ 

∂ 
(
θ f ρ f K f 

)
∂t 

+ ∇ 

(
θ f ρ f u f K f 

)
− θ f 

∂P 

∂t 

= ∇ · θ f 

[
k eff∇T + 

(
τ eff · u f 

)]
+ θ f ρ f g · u f + S e , (3)

Species equation 

∂ 
(
θ f ρ f x i 

)
∂t 

+ ∇ ·
(
θ f ρ f u f x i 

)
= ∇ · θ f ρ f D ∇x i − S m,i , (4)

here θ f is the fluid volume fraction, ρ f is the fluid density, u f is

he fluid velocity, S m 

is the mass source, τ is the shear stress by

iscous and turbulent flow, P is the system pressure, F is the inter-

hase momentum transfer that includes viscous drag between par-

icles and drag force between the particulate phase and the fluid

hase, u f S m 

is the momentum source by mass transfer, g is the

ravitational acceleration, h f is the fluid enthalpy, K f = | u f | 2 / 2 is

he kinetic energy, k eff is the fluid thermal conductivity, τ
e f f 

· u f is
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i  

b  
he mechanical source, S e is the energy source by mass transfer, x i 
s the mass fraction of component i , and D is the molecular diffu-

ivity. 

.1.2. Particulate phase 

The particulate phase equations based on MP-PIC are expressed

y ( Andrews and O’Rourke, 1996 ) 

Particle distribution function 

∂ f 

∂t 
+ ∇ · ( f v p ) + ∇ v p · ( fA ) = 0 , (5) 

Particle acceleration 

∂v p 
∂t 

= A = D p 

(
u f − v p 

)
− 1 

ρp 
∇P + g − 1 

θp ρp 
∇τp , (6) 

Particle drag function 

 p = C d 

3 

8 

ρ f 

ρp 

∣∣u f − v p 
∣∣

r 
, 

here 

 d = 

24 

Re 
θ f 

−2 . 65 
(
1 + 0 . 5Re 0 . 687 

)
; if Re < 10 0 0 , 

 d = 0 . 44 θ f 
−2 . 65 ; if Re ≥ 10 0 0 , 

Re = 

2 ρ f | u f −v p | r 
μ f 

. (7) 

Isotropic interparticle stress 

= 

P s θp 
β

max { θcp − θp , ε ( 1 − θp ) } , (8) 

Particle volume fraction 

p = 

∫ ∫ f m 

ρp 
dmdv , (9) 

Liquid volume fraction 

f + θp = 1 , (10) 

Interphase momentum transfer function 

 = 

∫ ∫ f 

m 

[
D p 

(
u f − v p 

)
− 1 

ρp 
∇P 

]
dm dv , (11) 

here f is the particle distribution function in the Euler grid, v p is

he discrete particle velocity, A is the discrete particle acceleration,

 p is the particle drag function, C d is the drag coefficient , r is the

article mean radius, τ p is the interparticle stress, P s is a constant

n units of pressure, θp and θ cp are the particle volume fraction

nd its maximum, m is the total mass of the particles in a parcel,

is a constant whose value is recommended between 2 and 5,

nd ɛ is a small number on the order of 10 −7 ( Snider, 2001 ). The

article mean radius and the total mass of the particles are solved

y the PBE in each parcel. 

.2. Population balance equation in a parcel 

The general form of PBE reflecting the interaction between

articles and external influences is represented by ( Woo et al.,

006 ) 

∂N j 

∂t 
+ ∇ ·

(
N j v p 

)
− ∇ · D t ∇N j · = −

∑ 

j 

∂ 
[
G j 

(
r j , c, T 

)]
∂r j 

+ B 

(
N j , c, T 

)∏ 

j 

δ
(
r j − r j0 

)
+ h 

(
N j , c, T 

)
, (12) 

here N j is the particle number density within a parcel, D t is the

ocal turbulent diffusivity, G j ( r j , c, T ) is the growth rate, r j is the

article internal coordinate, r j 0 is the particle internal coordinate
or a crystal nucleus, δ is the Dirac delta function, B ( N j , c, T ) is

he nucleation rate, and h ( N j , c, T ) is the creation or destruction of

articles due to aggregation, agglomeration, and breakage. 

Since the case study used for demonstration later involves crys-

allization, in this work, the PBE needs to express only the nucle-

tion and growth of particles. Also, since each parcel is assumed to

e well mixed and tracked independently in the Lagrangian frame,

he convective and diffusive terms for the particles over the spatial

omains in Eq. (12) disappear, and the PBE reduces to 

∂N j 

∂t 
= −

∑ 

j 

∂ 
[
G j 

(
r j , c, T 

)]
∂r j 

+ B 

(
N j , c, T 

)∏ 

j 

δ
(
r j − r j0 

)
. (13) 

If the various source terms h ( N j , ρ i , T ) is added in Eq. (13) as

n Eq. (12) , the model can be used for various applications such

s polymerization, milling, and fluidized bed ( Ramkrishna, 20 0 0 ;

amkrishna and Singh, 2014 ; Rigopoulos, 2010 ). 

The N j of a parcel expressed in Eq. (13) represents the particle

istribution of the parcel in the cell where the parcel is located.

ith N j , the total mass of a parcel and the average particle size

an be calculated by 

 w, j = ρp k v 

∫ r 3 

N j dr , (14) 

 = V cell 

∑ 

j 

N w, j , (15) 

 = 

D 43 

2 

, 

here 

 43 = 

∑ 

j N w, j r 
4 
j ∑ 

j N w, j r 
3 
j 

, (16) 

N w, j is the average particle mass per cell volume, k v = 6 . 25 ×
0 −4 is the volume shape factor ( Pirkle et al., 2015 ), V cell is the

olume of the cell where the particle is positioned, and D 43 is the

olume mean diameter of particles in a parcel. 

The cell volume V cell used in Eq. (15) has a special mathemat-

cal and numerical meaning. The nucleation rate and growth rate

f the PBE in the parcel, expressed mathematically in Eq. (13) , are

unctions of the concentration and temperature of the fluid phase.

q. (15) exchanges mass and energy according to the information

bout the fluid phase in the cell where the parcel is located. The

enerated particles are expressed as the total particles mass in a

arcel per located cell volume 
∑ 

j 

N w, j . Therefore, Eq. (15) is a step

f converting an intensive variable 
∑ 

j 

N w, j to an extensive variable

 . When the transformed m is applied to Eqs. (9) and (11) , the

article mass change of a parcel by the PBE can be reflected in

he particle distribution calculation. Based on this approach, gov-

rning variables such as mass, momentum, and energy can be

ade consistent with particle changes. The particle distributions

n the Lagrangian frame are computed simultaneously in the Eu-

erian mesh domain tracked in the continuous fluid phase based

n PIC ( Harlow and Amsden, 1971 ). This approach allows the min-

mization of the numerical inconsistency between the Lagrangian

hase and the continuous phase by the PBE. 

.3. Numerical solution 

.3.1. Particulate phase 

In computation, a parcel contains a number of particles with

dentical mass, velocity, and position. The conservation of particles

y dynamic motion in the particulate phase is represented by the
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Liouville Eq. (5) . Parcel position and velocity are updated implicitly

by 

x n +1 
p = x n p + 	t v n +1 

p , (17)

v n +1 
p = 

v n p + 	t 

(
D p u 

n +1 
f,p 

− 1 
ρp 

∇P 

n +1 
p − 1 

ρp θp 
∇τ n +1 

p + g 

)
1 + 	t D p 

, (18)

where x p is the parcel (particles) position, and u n +1 
f,p 

, ∇P n +1 
p , and

∇τ n +1 
p are the fluid velocity, the pressure gradient, and the inter-

particle stress gradient interpolated implicitly at the particle loca-

tion ( Snider, 2001 ). 

The PBE calculates particle size and mass changes within a par-

cel. The particle information updated by the PBE is reflected in

the particulate phase, and multiphase fluid dynamics calculation

ensues. Although the homogeneous PBE independent of the spa-

tial domain is used, using too many parcels may incur signifi-

cant cost for the PBE calculations, because the number of ordi-

nary differential equations to be solved increases with the particle

dimension j and the number of parcels. The high-resolution cen-

tral scheme provides an environment where a sufficiently large 	r

could be used LeVeque, 2002 ). The PBE is rewritten by combining

Eqs. (13) and ( (14) on a mass basis to give 

d N w, j 

dt 
= S m, j = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

ρp k v 

4	r 

[ (
r j+1 / 2 

)4 −
(
r j−1 / 2 

)4 
] 
⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

−G j+1 / 2 

[
N j + 

	r 

2 

(

+ G j−1 / 2 

[
N j−1 + 

ρp k v 

4	r 

[ (
r j+1 / 2 

)4 −
(
r j−1 / 2 

)4 
] ⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

−G j+1 / 2 

[
N j+1 −

	

2

+ G j−1 / 2 

[
N j −

	

2

and is evaluated in the finite particle domain between size r j+1 / 2 

and r j−1 / 2 , where ( N r ) j is the particle number density which is ap-

proximated by the minmod limiter, the nucleation rate B is the in-

volved in the generation of the smallest particles, G > 0 means

particle growth, and G < 0 means particle dissolution. The reader

is referred to the reference for details on the high-resolution dis-

crete central schemes for the solution method of population bal-

ance ( Woo et al., 2006 ). 

In crystallization, the molecular components exchange only the

solute between the Eulerian and Lagrangian frames. Therefore, the

mass source is expressed by S m 

= 

∑ 

j 

∑ 

k S m, j,k , where k represents

the number of parcels that can be tracked within a Euler grid. 

2.3.2. Continuous fluid phase 

Volume fractions of the phases are calculated explicitly by par-

ticulate phase Eqs. (9) and (10) . Then, the continuous fluid phase

equations of (1) –(4) are solved implicitly by coupling particles with

fluid, and the calculated continuous fluid properties are interpo-

lated back to the particle positions. At this time, the continuous

fluid phase is approximated using the finite volume method in the

Eulerian frame, developed in Cartesian coordinates. To solve the

Eulerian frame equations, the PIMPLE (Merged PISO-SIMPLE) algo-

rithm is applied which is a combination of PISO (Pressure Implicit

with Splitting of Operator) and SIMPLE (Semi-Implicit Method for

Pressure-Linked Equations) ( Issa, 1986 ; Patankar, 1980 ). The nu-

merical approximation equations according to the PIMPLE algo-

rithm procedure are: 
 

]
 

N r ) j−1 

]
+ B ︸︷︷︸ 

j=0 

⎫ ⎪ ⎪ ⎪ ⎪ ⎬ 

⎪ ⎪ ⎪ ⎪ ⎭ 

; if G < 0 

 

) j+1 

]
 

) j 

]
⎫ ⎪ ⎪ ⎬ 

⎪ ⎪ ⎭ 

; if G > 0 

(19)

Step 1. Define and solve the discretized momentum equation by

q. (2) , 

 f,c = 

H 

(
u f 

)
a c 

− ∇P c 

a c 
, (20)

here 

H 

(
u f 

)
= −

a nb ∑ 

u f, nb + 

( μeff) s ∑ 

∣∣∣→ 

s s 

∣∣∣· → 

k 
(∇u f,c 

)
s 

+ θ f,c ρ f,c g c 

− F c + u f,c S m,

Step 2. Define and solve the pressure correction equation by

q. (1) , 

 

θ f,c 

a c 
∇ P c − θ f,c ψ 

(
d P c 

dt 
− dP o c 

dt 

)
= 

d θ f,c ρ f,c 

dt 

+ ∇ · θ f,c ρ f,s � s s 

( 

H 

(
u f 

)
a c 

) 

s 

+ S m,c . (21)

Step 3. Correct the flux 

ˆ 
s = 

�
 s s 

( 

H 

(
u f 

)
a c 

) 

s 

+ 

P s � s s 

ρ f,s 

. (22)

Step 4. Perform the momentum corrector step using Eq. (20) . 

Step 5. Update density-reflected compressibility, 

f = ρ ′ 
f + 

(
ψ P − ψ 

′ P ′ 
)
, 

here 

 = 

ρ f 

P 
, 

1 

ρ f 

= 

∑ 

i 

x i 
1 

ρ f,i 

. (23)

Repeat Steps 2 to 5 for the corrector steps. 

In the above equations, the subscript c expresses the center

ariables of the cell volume, the subscript s expresses interpo-

ated surface variables, the subscript nb expresses neighbor vari-

bles of the cell volume, the superscript o expresses previous time

tep variables, the superscript ′ expresses previous iteration step

ariables, a c and a nb are diagonal coefficients of the velocity ma-

rix, μeff is the effective viscosity and is implemented in turbu-

ent models, � s s is the surface area operator, � k is the bulk viscosity,

 is the liquid compressibility, and 

ˆ φs is the face flux. The term

 ( u f ) consists of matrix coefficients of the neighboring cells mul-

iplied by their velocity, and source terms except for the pressure

radient such as diffusion, gravity, interphase momentum transfer,

nd molecular mass transfer terms. The corrector steps are user-

pecified parameters that can be specified in order for the system

o obtain an efficient calculation time. 

The proposed numerical simulation method was implemented

n OpenFOAM 5.0 and was developed based on DPMFoam
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Fig. 2. Schematic diagram of the numerical solution procedure. 
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p  
 Fernandes et al., 2018 ). The reader is referred to the references

or details on the Eulerian frame solution method using the PIM-

LE algorithm on OpenFOAM ( Holzmann, 2018 ; Moukalled et al.,

015 ). Fig. 2 shows the schematic diagram of the numerical solu-

ion procedure of the developed method. 

. Description of the Simulation Case Study 

.1. CFD-PDF-PBE method 

In the CFD field, the probability density function (PDF) method

s used to predict the micromixing of fluids by approximating dis-

ributions measured through experiments. This method is mainly

sed in turbulent combustion modeling, and the beta probabil-

ty function model is the most popular choice ( Pope, 1985 ). The

FD-PDF-PBE is a multi-scale CFD modeling method (2006) that

nalyzes the turbulent flow pattern using CFD, solves the micro-

ixing in the sub-grid scale using the multi-environment proba-

ility density function, and evaluates the particle size distribution

sing the population balance equation. 

The MP-PIC-PBE method has mainly four advantages over the

FD-PDF-PBE method: (1) enhanced generality, (2) lower compu-

ational cost, (3) improved accuracy due to the accounting of col-

isions and drag forces, and (4) more tracked information on the

articles. First, the MP-PIC-PBE method has a first-principles model

f micromixing. As such, the method can be used in a variety of

ystems without resorting to a statistical model, which must be

eveloped for each specific case. Secondly, the use of the homo-
Table 1 

Comparison of the general models used in the two solvers compa

MP-PIC-PBE 

Particle motion Lagrangian frame 

Compressibility Applied 

Heat of mixing Realistic enthalpy 

Species transport First-principles-based scala

Particulate momentum transfer Particles collision and drag

Turbulent RANS k-epsilon 

Thermophysical properties Multi-component mixture 

+ Antisolvent 
eneous PBE enables a more computationally efficient prediction

f PSD compared to the 4-dimensional (3D Cartesian domain + 1D

article domain) PBE, because the homogeneous PBE does not con-

ain derivatives with respect to the 3D Cartesian domain. Although

he computational cost of the Lagrangian frame is more expen-

ive than the Eulerian frame in general, the MP-PIC using parcels

an be cheap because it requires less memory for tracking than

he discrete element method. Also, the Euler-Lagrangian method

an be made numerically more stable than the Euler-Euler method

ecause the two phases are segregated and solved numerically

 Andrews and O’Rourke, 1996 ). Thirdly, the collision between par-

icles and the drag force between particles and fluid are taken into

ccount to predict the flow of particles more accurately. Lastly, the

agrangian frame predicts more unmeasurable variables of parti-

les such as particle age, particle streamline, and particle position.

f the prediction of the behavior of free-flowing particles is desired,

he choice of the Lagrangian frame is a good approach. 

In this work, simulation results are compared for the MP-PIC-

BE and CFD-PDF-PBE methods for a highly nonlinear crystal-

ization process. In this comparison, the underlying models are

atched to the best possible extent within the available informa-

ion. For example, the standard k-epsilon model of the Reynolds-

veraged Navier-Stokes model is used for turbulent energy. How-

ver, thermophysical models have some differences as CFD-PDF-

BE uses the ideal mixture model whereas MP-PIC-PBE uses the

ulti-component mixture model. In MP-PIC-PBE, various thermo-

hysical properties due to molecular composition changes are pre-

icted by a mixing rule. Additionally, the MP-PIC-PBE includes

ompressible liquid density and reflects the various scalar trans-

ort models in the species transport. Table 1 compares the models

sed in MPPIC-PBE and CFD-PDF-PBE. 

.2. Process description 

The two methods are used to simulate a solution crystal-

izer producing Lovastatin crystals studied using CFD-PDF-PBE by

a Rosa & Braatz (2018) . The crystallizer is a biradial tubular mixer

n which two antisolvent inlets are vertically inserted, and a solu-

ion (Lovastatin solvent + methanol) is injected into the main in-

et. The computational domain used for the simulation is shown in

ig. 3 . MP-PIC-PBE based on the Lagrangian frame cannot take ad-

antage of symmetry in the domain, because the particulate phase

eeds to know all the coordinates of the system domain to be

racked. The computational domain is drawn in full 3D, and the

esh comprises 153,629 cells in total. For the particulate phase,

0 0,0 0 0 massless parcels per second are injected into the main in-

et. Since the average residence time of the particles is about 1.5 s,

bout 150,0 0 0 parcels remain in the system during the calculation.

he number of parcels is similar to the number of cells in the com-

utation domain used. There is a trade-off in simulation accuracy

etween the number of parcels and the number of particles. Low-

ring the particle number within a parcel may improve the sim-

lation accuracy of the fluid dynamics, but could require a higher

arcel number. On the other hand, the MP-PIC-PBE method imple-
red. 

CFD-PDF-PBE 

Euler frame 

Ignored 

Rate based (by PDF) 

r transport model PDF 

 force Ignored (but included in the PDF) 

RANS k-epsilon 

Ideal mixture (solution) 
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Fig. 3. Illustration of the computational domain for a radial crystallizer. 

Table 2 

Design parameters and operating conditions used in the simulations. 

Variable Value Unit 

Design 

parameters 

Number of antisolvent inlets 2 # 

Diameter of antisolvent inlet 0.007147 m 

Diameter 0.0363 m 

Length 1 m 

Operating 

conditions 

Antisolvent (water) 

inlet 

Flow rate 

Temperature 

0.48 kg/s 

293.15 K 

Solution inlet Flow rate Solvent 0.028 kg/s 

Methanol 0.528 kg/s 

Temperature 305.00 K 

Pressure 1 bar 

 

 

 

 

 

 

 

B

B  

 

55 

3 . 089

84 

w

η

B

a  

l

 

a  

h  

t  

c  

e  

t  

e  

t

h  

 

3  

b  

s

S  
ments a micro-scale particle distribution in parcels as the PBE to

achieve the simulation accuracy needed, we recommend maintain-

ing the particle number as closely as possible to the experimental

particle sample. The detailed design parameters and operating con-

ditions of the process are listed in Table 2 . 

3.3. Kinetics of crystallization 

The crystallization kinetics of Lovastatin are taken from

Pirkle et al. (2015) . The solubility was fitted as a function of

temperature and antisolvent weight percent, and nucleation and

growth rates are calculated as functions of the solubility: 

B = B homo gene ous + B hete roge neous , 

where 

 homo gene ous at 296 . 15 K 

(
# / m 

3 s 
)

= 6 . 97 × 10 

14 exp 

[
−15 . 8 

( ln S ) 
2 

]
, 

 hete roge neous at 296 . 15 K 

(
# / m 

3 s 
)

= 2 . 18 × 10 

8 exp 

[
−0 . 994 

( ln S ) 
2 

]
. (24)

G at 296 . 15 K ( m / s ) = 8 . 33 × 10 

−30 
(
2 . 46 × 10 

3 ln S 
)6 . 7 

, (25)

where 

S = 

c 

c ∗
. 

c ∗
(

kg 

kg of solvents 

)
= 0 . 001 exp 

(
15 . 45763 

(
1 − 1 

η

))
+ 

⎧ ⎨ 

⎩ 

−2 . 74
+3

−1 . 78
× 10 

−4 W 

3 
as + 3 . 3716 × 10 

−2 W 

2 
as − 1 . 6704 W as 

 ; if W as ≤ 45 . 67% 

× 10 

−2 W as + 1 . 7888 ; if W as > 45 . 67% 

(26) 

here 

= 

T 

T ref 

, T ref = 296 . 15 K , 

 is the nucleation rate, S is the relative supersaturation, c and c ∗

re the solute concentration and the solubility, η is the dimension-

ess temperature, and T ref is the reference temperature. 

This crystallization of Lovastatin induces supersaturation using

n antisolvent, which involves two exotherms. One exotherm is the

eat of mixing which is caused by the mixing of methanol and wa-

er, which is the enthalpy change caused by the thermodynamic

hange due to the ionization of organic acids and linear free en-

rgy relations of the solution, and can be fitted as a function of

he water ratio in the solution which was taken from Bertrand

t al. (1966) . Realistic enthalpy can be calculated as the sum of

he ideal enthalpy and the enthalpy change by mixing: 

 f = h f,ideal + h f,mix . (27)

Another exotherm is the heat of crystallization h f,crys =
8042 . 5 kJ / kmol ( Pirkle et al., 2015 ). This enthalpy change caused

y crystallization can be expressed in terms of the rate-based heat

ource: 

 e = h f,crys S m 

. (28)
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Fig. 4. Temperature field: (a) CFD-PDF-PBE; (b) MP-PIC-PBE. 

Fig. 5. Solute (Lovastatin) mass fraction field: (a) CFD-PDF-PBE; (b) MP-PIC-PBE. 

Fig. 6. Growth rate field: (a) CFD-PDF-PBE; (b) MP-PIC-PBE. 
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. Results and Discussion 

.1. Validation 

MP-PIC-type methods have been used and verified in a variety

f fluid dynamical systems. This article evaluates the MP-PIC-PBE

or particle nucleation and growth. The quasi-steady results are

ompared quantitatively and qualitatively. Since the residence time

f the system is about 1 s ( da Rosa and Braatz, 2018 ), the results

t 7 s after the start of the simulation was treated as being quasi-

teady. 

To evaluate the effect of the heat of mixing and the heat of

rystallization, the temperature field within the system is shown in

ig. 4 . The 305 K solution and the 298.15 K antisolvent are injected

t the main inlet and at the radial inlets respectively. Near the ra-

ial inlets, the first contact between the solution and the antisol-

ent causes a fast rise in temperature due to the heat of mixing.

he change in solvent compositions results in crystal nucleation

nd growth, which releases heat of crystallization. At this location,

he maximum temperatures for the two methods are observed at

a) 309.21 K and (b) 310.34 K respectively. Mixing occurs contin-
ously through to the crystallizer outlet, inducing further energy

hange. The average temperature at the crystallizer outlet is calcu-

ated as (a) 307.41 K and (b) 310.10 K, respectively. The MP-PIC-PBE

emperature is about 2 to 3 K higher at all locations downstream of

he radial inlets. The basic thermodynamic calculation of the tem-

erature change caused by the heat of mixing showed 309.47 K

nder the perfect mixing assumption. Considering that the tem-

erature rose by 0.5 K due to the heat of crystallization in da Roas

 Braatz (2018) , the MP-PIC-PBE outlet temperature is closer to

he thermodynamic calculation than for CFD-PDF-PBE. The under-

stimation of the heat of mixing in the CFD-PDF-PBE is associated

ith the two methods using fundamentally different models to ex-

ress the heat of mixing. CFD-PDF-PBE assumes that the solution

solvent + antisolvent) is an ideal mixture. Instead of using a re-

listic enthalpy expression, the rate-based heat of mixing is repre-

ented in the PDF. 

The temperature fields of the two methods have qualitative

imilarities. A dramatic turbulence flow due to the convective force

nd intense mixing of the components are observed near the radial

nlets. After the intense mixing, the heat was dissipated in the di-

ection of the outlet by convection and diffusion. 
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Fig. 7. Nucleation rate field: (a) CFD-PDF-PBE; (b) MP-PIC-PBE. 

Table 3 

Area-average crystal size, and solute conversion at the outlet. 

Average crystal size ( μm) Solute conversion (%) 

MP-PIC-PBE 132.51 73.30 

CFD-PDF-PBE 136.78 71.56 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Crystal size distribution at the outlet: (a) mass-weighted average; 

(b) number-weighted average. 
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The solute mass fraction field in the liquid is similar for the

two methods ( Fig. 5 ). The liquid solute is a sensitive variable in

the scalar transport phenomena due to various physicochemical

changes, such as mixing by injection, precipitation by supersat-

uration, and molecular diffusion. MP-PIC-PBE whose scalar trans-

port is based on first principles predicts similar results CFD-PDF-

PBE whose scalar transport is based on the presumed PDF model.

The average mass fraction at the outlets are (a) 0.00768, and (b)

0.00721. More solute molecules have been converted to solid in

MP-PIC-PBE. MP-PIC-PBE has higher asymmetry upstream of the

radial inlets, and better mixing of the solvent immediately down-

stream of the radial inlets. 

The crystallization rates show the same qualitative trend of be-

ing high near the antisolvent injection, and low at about halfway

down the tube (see Figs. 6 and 7 ). The maximum growth rates are

(a) 1.778 × 10 −3 , and (b) 1.737 × 10 −3 m/s, and the maximum

nucleation rates are (a) 1.85 × 10 14 , and (b) 1.84 × 10 14 #/m 

3 s.

The crystallization rates near the injection antisolvent are quanti-

tatively different. The crystallization rates are higher in the center

between the radial inlets for CFD-PDF-PBE than for MP-PIC-PBE be-

cause the underestimated heat of mixing of the former predicted

lower temperatures leading to lower solubilities. Despite the lower

solubilities in CFD-PDF-PBE, more solute molecules were converted

to the solid phase in MP-PIC-PBE in the crystallizer due to differing

hydrodynamic predictions by the two methods. 

The crystal size distribution (CSD) was analyzed in terms of

the mass-weighted average and the number-weighted average at

the outlet of the crystallizer. MP-PIC-PBE produced a narrower CSD

( Fig. 8 a). More crystals at about 160 microns and about 25 microns

indicate that CFD-PDF-PBE had higher early and late nucleation

( Fig. 8 a,b), which was due to the lower solubility. Table 3 summa-

rizes the average size of the particles predicted by the two meth-

ods and the conversion of solute molecules to particles, which was

smaller and higher respectively for MP-PIC-PBE. The two meth-

ods use different multi-phase mixing models, which would be ex-

pected to contribute to the different particle distribution and so-

lute conversion. 

Table 4 shows relative differences in the quantitative compari-

son of the two methods. MP-PIC-PBE gives results that match those

of CFD-PDF-PBE within the maximum difference range of 3.2%. 
.2. Evaluation of MP-PIC-PBE 

As mentioned in Section 3.1 , the proposed CFD method has

ome advantages arising from the use of the Lagrangian frame and

he homogeneous PBE. Fig. 9 shows the variables that are outputs

f MP-PIC-PBE but not CFD-PDF-PBE. First, the age of the particles

an be outputted. From a particle’s age, its residence time, i.e. time

uration from when a particle is injected into the system to when

t escapes, can be obtained. The residence time for the radial crys-

allizer was estimated by this approach to be about 1.5 s. The age

f parcels is powerful when the system has a complex flow pat-

ern, and the particles behave discontinuously. The number of par-

icles and the size of the particles, in a parcel, can also be simu-

ated as shown in Fig. 9 b,c. These variables show significant radial

patial heterogeneity in the crystallizer. At the crystallizer outlet,

he large particles are preferentially located near one wall whereas
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Table 4 

Relative differences in the evaluated variables. 

Temperature Solute conversion Mean crystal size Maximum growth rate Maximum nucleation rate 

Relative difference 0.9% 2.4% 3.2% 2.4% 0.5% 

Fig. 9. Additional particle information predicted by MP-PIC-PBE: (a) particle age; 

(b) number of particles in parcels; (c) mean diameter of parcels. 
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he small particles preferentially near the opposite wall. The trend

s due to a screw flow pattern formed in the cylindrical crystallizer

see Figs. 4 , 6 , 7 ) leading to active mixing of the liquid solute and

ntisolvent in the reactor center that is not captured by CFD-PDF-

BE. The screw flow distributes relatively small particles toward a

rystallizer wall. 

The main disadvantage of MP-PIC-PBE is that using parcels can

egrade the accuracy of the particulate flow at high particle den-

ities. In particular, the parcel size cannot be larger than the Euler

rid. Although the accuracy can be improved by adjusting the sim-

lation parameters according to the number of particles in a par-

el ( Benyahia and Galvin, 2010 ), this adjustment represents a slight

nconvenience in using MP-PIC-PBE. If the user can overcome this

asic limitation of MP-PIC, MP-PIC-PBE is a beneficial solution for

redicting multi-scale particulate flows with particle size variation.

As mentioned before, the combination of the Lagrangian frame

nd PBE is expected to improve the numerical solubility and re-

uce the computational cost. Technically the computational effi-

iency of the two methods cannot be directly compared due to

heir difference in the mathematical form and the numerical so-

ution method. However regarding the simulation time using one

ore of Intel (R) CPU of I7-6700 3.40 GHz, MP-PIC-PBE required

bout 9 h while CFD-PDF-PBE requires about 30 h to obtain a real-

ime result of 1 s when optimized for numerical stability. If the

olume of a cell is larger than the volume of a parcel, the cell size

nd the number of cells do not significantly affect the PBE calcula-

ion time. 

. Conclusion 

MP-PIC-PBE is an extension of MP-PIC to predict multi-scale

uid phenomena, namely, combining micro-scale particle forma-

ion phenomena with meso-scale fluid mechanics. The method em-

loys the PBE in homogeneous form, while maintaining equiva-

ence with the full dimensional population balance equation. This

roposed simulation method allows the particulate phase to ex-

ress particulate stresses using spatial gradients, and adopts a La-

rangian description to predict particle properties such as mass,

ize, age, and velocity that are changed by the PBE. This approach

s robust and relatively fast numerically in predicting particle size

istributions with particulate fluid dynamics. 

This article explains the fundamental equations and numerical

olution methods of MP-PIC-PBE and compares the method to the

xisting solver called CFD-PDF-PBE. The test problem of crystalliza-
ion demonstrates the advantages of MP-PIC-PBE in handling the

article size distribution. For variables that are computable by the

wo methods, the results are qualitatively similar but quantitatively

ifferent due to the various differences in the models employed.

P-PIC-PBE generates additional information not provided by CFD-

DF-PBE. 

MP-PIC-PBE is a robust numerical framework for predicting

nd analyzing the various interactions between microscale physic-

chemical changes of particles and fluid dynamics variables that

re expected to be useful in a variety of particulate systems.

he technical details regarding the software can be found online

 https://github.com/KAIST-LENSE/mppicPbeCryFoam ) 
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