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ABSTRACT: This paper considers the model predictive control (MPC) of critical quality attributes (CQAs) of products in an
end-to-end continuous pharmaceutical manufacturing pilot plant, which was designed and constructed at the Novartis-MIT
Center for Continuous Manufacturing. Feedback control is crucial for achieving the stringent regulatory requirements on CQAs
of pharmaceutical products in the presence of process uncertainties and disturbances. To this end, a key challenge arises from
complex plant-wide dynamics of the integrated process units in a continuous pharmaceutical process, that is, dynamical
interactions between several process units. This paper presents two plant-wide MPC designs for the end-to-end continuous
pharmaceutical manufacturing pilot plant using the quadratic dynamic matrix control algorithm. The plant-wide MPC designs are
based on different modeling approachessubspace identification and linearization of nonlinear differential-algebraic equations
that yield, respectively, linear low-dimensional and high-dimensional state-space models for the plant-wide dynamics. The closed-
loop performance of the plant-wide MPC designs is evaluated using a nonlinear plant simulator equipped with a stabilizing
control layer. The closed-loop simulation results demonstrate that the plant-wide MPC systems can facilitate effective regulation
of CQAs and flexible process operation in the presence of uncertainties in reaction kinetics, persistent drifts in efficiency of
filtration units, temporary disturbances in purity of intermediate compounds, and set point changes. The plant-wide MPC allows
for incorporating quality-by-design considerations into the control problem through input and output constraints to ensure
regulatory compliant process operation.

■ INTRODUCTION

In recent years, there has been a growing interest in the
pharmaceutical industry to adopt more sophisticated synthesis
and manufacturing approaches.1,2 The paradigm shift from
conventional batch pharmaceutical manufacturing to continuous
manufacturing is driven by demands for enhanced sustainability,
reliability, and cost-effectiveness, as well as to enable the
implementation of novel synthesis pathways.3 Integrated
continuous manufacturing (ICM) offers new avenues for
substantially reducing the environmental footprint, manufactur-
ing times, and costs compared to existing batch pharmaceutical
processes.4−6 In addition, ICM creates opportunities for
increased use of online monitoring (i.e., process analytical
technology7) for online feedback control to achieve consistently
high-quality product in the presence of process uncertainties and
disturbances by taking corrective actions before the product goes
off-spec.
Online feedback control is an alternative to the so-called design

space strategy in pharmaceutical manufacturing.8,9 A design space
is defined as the multidimensional space of critical process
parameters (CPPs)input variables and process parameters
that have been demonstrated to result in acceptable critical
quality attributes (CQAs) of the product. The design space
strategy is to operate the CPPs within the design space and
possibly use the design space to inform feedforward control
actions for counteracting measured process variations. Such a
strategy enables a robust process operation, in that known
process variations within the design space (due to uncertainties

and disturbances) can be accounted for without feedback
control.10 However, the establishment of a high-dimensional
design space for ICM processes can be expensive. Also,
interactions between several process units connected through a
network of mass and energy streams can result in very little
flexibility in process operation, with a design space that is
practically too small to operate within.11 On the other hand,
when the product CQAs are monitored in real time, feedback
control can be applied to keep the CQAs within their admissible
limits by actively manipulating CPPs to counteract process
variations. As such, feedback control can enable more robust and
flexible process operation compared to the design space strategy.
The feedback control of a continuous pharmaceutical

manufacturing plant requires handling the complex plant-wide
dynamics of the integrated process units. Advanced control of
isolated process units (e.g., crystallizers, thin-film processing
units, granulation units, compaction units, etc.) in pharmaceut-
ical processes has been extensively investigated (e.g., see refs
12−18 and the references therein). On the other hand, the shift
from batch processing to ICM critically hinges on harnessing the
multivariable dynamics of a plant that is composed of several
interconnected units with recycle, bypass, and heat streams. The
dynamic interactions between various process units in an ICM
process can significantly increase the complexity of the plant-
wide dynamics, possibly leading to a poor performance of
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decentralized control systems. This necessitates design of plant-
wide control strategies that can systematically account for the
complex plant-wide dynamics of the integrated process units, so
that the stringent regulatory requirements on the CQAs of the
end product can be effectively realized in the presence of process
uncertainties and disturbances.
This article investigates plant-wide control of an end-to-end

integrated continuous pharmaceutical manufacturing pilot plant,
which was designed and constructed at the Novartis-MIT Center
for Continuous Manufacturing. The ICM pilot plant includes
chemical synthesis, purification, formulation, and tableting for
manufacturing a pharmaceutical product from start (synthesis of
intermediate compounds) to finish (molded tablets in final
dosage form) in a fully continuous mode.19 The dynamics of the
pilot plant are described by a nonlinear plant simulator,20

consisting of nearly 8000 state variables. [Certain features of the
plant simulator (e.g., recycle streams, online PAT sensors) were
not implemented in the real ICM pilot plant.] This work uses the
model predictive control (MPC) strategy21 to design two plant-

wide control systems for the ICM pilot plant. MPC is the most
widely applied approach for advanced control of complex
dynamical systems due to its ability to systematically deal with
the multivariable dynamics of systems with multiple inputs and
outputs, system constraints, and competing sets of control
objectives. The plant-wide MPC systems are designed using the
quadratic dynamic matrix control (QDMC) algorithm,22 which
relies on an input-output description of plant-wide dynamics.
The input−output framework of QDMC is independent of the
state dimension and therefore can alleviate the prohibitive
computational cost associated with real-time control of ICM
plants. As such, QDMC can be implemented for real-time
control of ICMplants with high state dimension since they have a
relatively small number of inputs (CPPs) and outputs (CQAs).
In addition, QDMC enables incorporating output constraints
into the control problem, which is particularly important for
online control of pharmaceutical manufacturing since any
quality-by-design considerations (i.e., CQAs) can be explicitly
addressed in the plant-wide MPC system.

Figure 1. Integrated continuous pharmaceutical manufacturing pilot plant equipped with a stabilizing control layer. R reactor, S separator, C crystallizer,
Mmixer, W washing/filtering unit, D dilution tank, E extruder, MDmolding unit, P pump, CC concentration control, FC flow control, LC level control,
SP set point.
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This article extends our previous work on plant-wide MPC of
the ICM pilot plant23 by considering two different modeling
approaches (thereby, two plant-wide MPC designs) for
obtaining a linear time-invariant (LTI) approximation of the
nonlinear plant dynamics. In the first modeling approach,
subspace identification24 is adopted to identify a low-dimen-
sional state-space description for the plant dynamics using input/
output data (generated by the plant simulator) around some
desired steady-state operating condition. Alternatively, in the
second modeling approach, the model equations (i.e., a set of
nonlinear differential algebraic equations, DAEs) are linearized
around the steady-state operating condition to arrive at a high-
dimensional state-space model based on first principles. Both
modeling approaches are validated against predictions of the
nonlinear plant simulator. The developed LTI models of the
plant-wide dynamics are then used to characterize the finite step
response (FSR) dynamics of the pilot plant, based on which the
plant-wide QDMC systems are designed. To formulate the
control problem, a dynamic sensitivity analysis is performed
using the plant simulator to identify the inputs that have the
largest influence on the plant-wide dynamics relevant to feedback
control of the ICM pilot plant. The closed-loop performance of
both plant-wide QDMC systems is evaluated on the nonlinear
plant simulator, which is equipped with a basic stabilizing control
layer. Various operating scenarios, including uncertainties in
reaction kinetics, persistent drifts in efficiency of filtration units,
temporary disturbances in purity of intermediate compounds,
and set point changes, are considered to demonstrate the
operational versatility of the plant-wide QDMC systems for the
ICM pilot plant under study. In addition, the performance of the
plant-wide QDMC systems is compared against that of a plant-
wide regulatory control system presented in ref 25.
The structure of the article is as follows. The integrated

continuous pharmaceutical manufacturing pilot plant is first
presented. This is followed by the description of the data-driven
and first-principles modeling approaches adopted for obtaining a
LTI representation for the nonlinear plant-wide dynamics using
the existing plant simulator. The formulation of the plant-wide
MPC problem for the ICM plant is outlined next, which is

followed by the simulation results of the plant-wide QDMC and
regulatory control systems for various operating scenarios.

■ PROCESS DESCRIPTION

A schematic representation of the integrated continuous
pharmaceutical manufacturing pilot plant is depicted in Figure
1 (see refs 19 and 26 for a detailed description). The target active
pharmaceutical ingredient (API) is aliskiren hemifumarate
(compound 6 in Figure 2), which is synthesized from aliskiren
(intermediate compound 5). The process consists of several
units for synthesis and purification of intermediates and the API,
followed by a series of downstream units in which excipients are
added to the API and tablets are formed. The process starts with
mixing the intermediate compound 1 with amine 2 and acid
catalyst 3 (see Figure 2), which is then fed to a tubular reactor
(R1) to produce the intermediate compound 4. Water and ethyl
acetate (EtOAc) are added to the reactor outlet stream to
solubilize the reagents and to cool the mixture (M2). The two-
phase stream is separated in a membrane-based liquid−liquid
separator (S1), from which an aqueous-phase stream (Aq1)
containing 2 and 3 is purged. The outlet stream of S1 (containing
1 and 4) is fed into a two-stage, mixed suspension, mixed product
removal (MSMPR) crystallization unit (C1 and C2) to
crystallize the intermediate compound 4 by antisolvent heptane
(HEP) addition and cooling. The crystallization slurry is then fed
into a continuous filter (W1) to wash and filter crystals with
ethanol (EtOH) and EtOAc to remove mother liquor. The
permeate stream of the filter unit W1 contains a substantial
amount of reactant 1 and, therefore, is recycled back to reactor
R1. A flash evaporator (S2) is used to remove EtOAc from the
recycled stream. A fraction of the material in the recycle loop is
purged (Org1) to avoid excessive buildup of impurities (i.e.,
reaction byproducts).
The purified crystals of the intermediate compound 4 in the

outlet stream of W1 are diluted with EtOAc in a dilution tank
(D1) to adjust the concentration of 4 for the second reaction
(i.e., 4 to 5 in Figure 2). The slurry of compound 4 in EtOAc is
mixed with aqueous hydrogen chloride and fed into a tubular
reactor (R2) to perform acid-catalyzed removal of the Boc

Figure 2. Synthetic reactions from intermediate 1 to active pharmaceutical ingredient 6.
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protecting group (Boc = tert-butoxycarbonyl) from 4. The
reactor outlet stream, which contains the second intermediate
compound 5, is quenched with sodium hydroxide (NaOH) to
neutralize the acid catalyst. The two-phase mixture is then
separated in a decanter (S3), from which the aqueous phase
(Aq2) is purged. The organic-phase stream containing
compound 5 is passed through an adsorption column (S4) to
remove the traces of water. The API 6 is formed in a reactive
crystallization step (C3), in which fumaric acid reacts with the
second intermediate compound 5. The API is initially
synthesized in the first MSMPR vessel (C3), and the yield is
further increased in a second MSMPR vessel (C4). The API
crystals are purified in a combined washing and filtration unit
(W2), similar to W1, and then fed into a dilution tank (D2) to
adjust the concentration of the API wet cake by adding EtOAc.
Prior to tablet formulation, the first excipient (SiO2) is added

to the crystal slurry to improve the flowability of the needle-
shaped API crystals. This is followed by two drying steps. The
bulk of EtOAc is evaporated in a double drum dryer (S5), and
subsequently, the traces of the solvent are removed in a screw
dryer (S6). The dried powder is then mixed with polyethylene
glycol (PEG) to improve the stability of the final tablets. The
powder mixture is conveyed to an extruder (E1), which is
coupled to a molding unit (MD) that forms tablets with a defined
geometry. At the end of the process, the solvent content, total
impurity content, and API dosage of the final tablets are
measured using a near-infrared instrument. In addition, the
production rate of the tablets is measured. In this study, the
potential CPPs consist of flow rates of all the inlet reactant,
solvent, and excipient streams to the process. The API dosage
and total impurity content constitute the CQAs of the
manufactured tablets.
The ICM pilot plant depicted in Figure 1 is equipped with a

stabilizing control layer to maintain sufficient holdup in each
vessel. The stabilizing control layer consists of proportional-only
level controllers (LC), which regulate the outlet flow rate from
the vessel using a pump (P). In addition, a control loop is
established to reject disturbances in the recycle stream to reactor
R1. An in-line measurement instrument is used in the outlet
stream of the reactor to measure the concentration of the
reaction effluents, utilized for controlling the concentration of
the byproducts recycled back to R1. The concentration is
controlled by cascade control of the flow rate of the purge stream
(Org1), where the manipulated variable of a concentration
controller (CC) serves as the set point of a flow controller (FC)
implemented on the purge stream (see ref 25 for the design of the
stabilizing control layer).

■ CONTROL-RELEVANT PROCESS MODELING

This section describes two modeling approaches to obtain a
linear time-invariant description of the plant-wide dynamics in
terms of a state-space model that can be used for designing the
plant-wide MPC. A plant simulator is utilized to simulate the
nonlinear dynamics of the end-to-end integrated continuous
pharmaceutical manufacturing pilot plant.20 The plant simulator
is developed in the JACOBIAN simulation platform (RES
Group, Inc.) based on first-principles models, i.e., species mass,
energy, momentum, and other conservation equations and rate
expressions that describe physicochemical phenomena such as
chemical reaction and crystallization kinetics and washing/
filtration characteristics. The stabilizing control layer depicted in
Figure 1 is incorporated into the plant simulator.

Identification of a Low-Dimensional Model. System
identification is the construction of models for dynamical
systems from measured input/output data using statistical
methods.24 System identification is an alternative to first-
principles modeling of complex systems, when the latter
approach is too involved or the complexity of a first-principles
model makes its use prohibitively expensive (e.g., for real-time
control). An identified model is typically developed specifically
for a certain application to trade-off model complexity versus
accuracy given the application requirements.
In this study, the subspace identification approach (e.g., see ref

27) is used to obtain a low-dimensional description of the plant-
wide dynamics in the form of a LTI state-space model

̇ = + +x t Ax t Bu t w t( ) ( ) ( ) ( ) (1a)

= + +y t Cx t Du t n t( ) ( ) ( ) ( ) (1b)

where A, B, C, and D denote the system state-space matrices, t
denotes time, ∈ x nx denotes the state variables, x ̇ is the
derivative of x with respect to time, ∈ u nu denotes the system
inputs, ∈ y ny denotes the system outputs (i.e., CQAs),

∈ w nx denotes the process noise, and ∈ n ny denotes the
measurement noise. Subspace identification involves two steps:
(i) the model order nx and a state sequence x ̂ are determined by
projecting row spaces of the input/output data block Hankel
matrices and applying a singular value decomposition; and (ii) a
least-squares problem is solved to obtain the state-space
matrices.28

Prior to system identification, a dynamic sensitivity analysis is
preformed using the plant simulator to determine the potential
CPPs (i.e., all possible inputs) to which the CQAs and the
production rate are most sensitive (Figure 3). This step identifies
the CPPs within the ICM pilot plant since these manipulatable
inputs have the largest influence on the plant-wide dynamics
relevant to control of the CQAs. Only the CPPs are used to excite
the pilot plant (i.e., plant simulator) to generate sufficiently
informative input−output data for identification of a state-space
model (eq 1). A reduction of potential CPPs to relevant CPPs
reduces experimentation times and unnecessary process
perturbations during the data collection. More generally, the
reduction simplifies the control system by choosing not to
manipulate inputs that are unnecessary for control of the CQAs.
The results of the dynamic sensitivity analysis indicate that the
flow rates of the streams 2 and 3, H2O, and NaOH in the pilot
plant (see Figure 1) have a negligible effect on the CQAs and,
therefore, are not considered as CPPs. On the other hand, even
though the flow rates of the HEP and maleic acid streams have a
relatively large influence on the CQA profiles, these CPPs cannot
be utilized for the plant-wide control due to practical
considerations pertaining to the process operation (see ref 25).
The CPPs that can be manipulated for controlling the CQAs

are listed in Table 1. These CPPs, along with purity of stream 1
that is considered as a measured disturbance, are excited in a
multistep fashion to generate input/output data for identification
of the plant-wide dynamics. Canonical variate analysis (CVA)
subspace identification29 is used to identify an LTI state-space
model of 12th order (i.e., nx = 12 in eq 1). The subspace
identification is performed using the MATLAB function n4sid.
The predictions of the identified model are compared against an
independent data set in Figure 4. These results suggest that the
identified low-dimensional model provides an adequate
description of the steady-state process behavior.
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Linearization of the High-Dimensional Plant-Wide
Model. The plant simulator describes the plant-wide dynamics
by a set of nonlinear continuous-time differential algebraic
equations

θ= ̇ =F z t z t v t u t z z0 ( ( ), ( ), ( ), ( ), ) (0) 0 (2)

where ∈ z nz denotes the differential state variables, z ̇ denotes
the derivative of z with respect to time, z(0) = z0 denotes
consistent initial conditions, ∈ v nv denotes the algebraic state
variables, θ ∈ θn denotes the system parameters, and

→+ + F: n n n n2 z v z v denotes the nz + nv equations describing
the nonlinear system dynamics. The system state vector is
comprised of the differential and algebraic state variables denoted
by = ∈ x z v[ ] nT T T x with nx = nz + nv and the superscript “T”
referring to the vector transpose. The system outputs (i.e.,

∈ y ny) are algebraically related to x, u, and θ. Hence, y can be
included in the definition of x in eq 2 as algebraic state variables
to simplify notation.
The Taylor series expansion can be used to obtain an LTI

state-space approximation of eq 2 around a steady-state
operating point (e.g., ref 30),

̇ = − + −Mx t A x t x B u t u( ) ( ( ) ) ( ( ) )ss ss (3)

Figure 3. Dynamic sensitivity analysis of the critical quality attributes
and the production rate with respect to the potential critical process
parameters (the streams are ordered as in Figure 1).

Table 1. CPPsUsed for Plant-Wide Identification andControl
(Streams Ordered as in Figure 1)

flow rate of stream 1 (compound 1 in Figure 2)
flow rate of stream EtOAc
flow rate of stream EtOH/EtOAc
flow rate of stream EtOAc
flow rate of stream HCl
flow rate of stream EtOH/EtOAc
flow rate of stream EtOAc
flow rate of stream SiO2

flow rate of stream PEG

Figure 4. Comparison of the identified and linearized models with
respect to an independent data set generated using the plant simulator.
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with the subscript “ss” being the steady-state solution (i.e., x(∞)
= xss that satisfies eq 2 given u(∞) = uss, z(̇∞) = 0, and θ). The
system matrices in eq 3 are defined by

= ∂
∂ ̇

| ×
⎡
⎣⎢

⎤
⎦⎥M

F
z

0n nss x v (4a)

= − ∂
∂

| ∂
∂

|
⎡
⎣⎢

⎤
⎦⎥A

F
z

F
vss ss (4b)

= − ∂
∂

|B
F
u ss (4c)

where |
α

∂
∂

F
ss denotes the Jacobian of the function Fwith respect to

the variable α evaluated at the steady state such that the ijth

element is the partial derivative of Fi with respect to αj, and 0nx×nv
denotes a zero matrix of size nx by nv. The state-space model (eq
3) is high dimensional with 7613 state variables (nz = 6087 and nv
= 1526). The system inputs consists of the CPPs listed in Table 1
(nu = 9).
The system matrices (eq 4) are derived efficiently using the

automatic differentiation feature of DAEPACK,31 which takes a
Fortran-based system model as input and generates the Jacobian
matrices of the model. A Fortran version of eq 2 was generated
using a code generation patch to the JACOBIAN simulation
platform, in which the plant simulator is implemented. The
consistent initial conditions for the high-dimensional state-space
model are obtained by solving the sparse linear set of equations in
eq 3 at t = 0

∂
∂

| ∂
∂ ̇

|
̃
̇

= − ∂
∂

|∼ ∼⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

     

F
v

F
z

v

z
Bu

F
z

z

A b

ss ss
0

0
0 ss 0

initial initial (5)

where x ̃ denotes the deviation variable form of x (i.e., x ̃ = x−xss)
and x0 denotes the initial condition of x [i.e., x0 = x(t = 0)]. For
the given initial inputs u ̃0 and set of differential state values z0̃, eq
5 is solved to determine the remaining unknowns v0̃ and z0̇. In
this study, the stiff differential-algebraic equation solver ode15s in
MATLAB is used to solve eq 3 with the consistent initial
conditions given by eq 5.
The predictions of the state-space model (eq 3) are shown in

Figure 4. The high-dimensional model can adequately predict the
dynamics of the nonlinear plant simulator. The simulation results
suggest that the high-dimensional model (locally) describes the
transient dynamics more accurately than the identified low-
dimensional model. The first-principles nature of the linearized
model leads to more accurate representation of process dynamics
at the expense of computational complexity due to the
significantly larger state dimension.

■ PLANT-WIDE MODEL PREDICTIVE CONTROL
The quadratic dynamic matrix control (QDMC) algorithm is
used to design a plant-wide MPC system for the ICM pilot
plant.22 QDMC is particularly advantageous for ICM processes
as the optimization that is solved online is independent of the
state dimension of the original model (eq 3).
As listed in Table 1, the process has nine CPPs that can be used

as manipulated variables (i.e., control inputs). Let ∈ uk
9

denote a vector of these values at sampling time k. The control
objective is to regulate the API dosage and production rate of the
manufactured tablets to follow desired set point trajectories in

the presence of process uncertainties and disturbances, while
ensuring that the total impurity content of the tablets remains
below an admissible threshold. These three quantities define the
CQAs of the system, which are stacked into vector ∈ yk

3

=y t t t[API( ), PR( ), IMP( )]k k k k
T

where API(t) is the API dosage at time t, PR(t) is the production
rate at time t, and IMP(t) is the impurity content at time t, and tk
= t0 + kδt is the actual time corresponding to index k for a fixed
sampling time δt.
Using the finite step response (FSR) model of length N (see

Figure 5) of the form yk = yss + ∑i=1
N−1SiΔuk−i + SN(uk−N − uss),

which can be computed by simulating a unit step on either eq 1 or
eq 3, we can predict the future evolution of the CQAs at time k +
l, 0 < l < N as a function of the future CPP moves

∑

∑

= Δ

+ + Δ + −

+

+ |
=

+ − |

= +

−

+ − | + −

+ |

y S u

y S u S u u

d

(effect of future moves)

( ) (effect of past moves)

(predicted disturbances)

k l k
i

l

i k l i k

i l

N

i k l i k N k l N

k l k

1

ss
1

1

ss

(6)

where Si is the ith unit step response coefficient matrix of the
system andΔuk = uk− uk−1. Writing this in matrix-vector form for
l = 1, 2, ..., Np results in

⋮ = ⋮ +

Δ
⋮

Δ
+ ⋮

+ |

+ |

+ |

+ |

|

+ − |

+ |

+ |

⎡

⎣

⎢⎢⎢

⎤

⎦

⎥⎥⎥

⎡

⎣

⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥

⎡

⎣

⎢⎢⎢

⎤

⎦

⎥⎥⎥

⎡

⎣

⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥

y

y

y

y

u

u

d

d
G

k k

k N k

k k

k N k

k k

k N k

k k

k N k

1 1
0

0
1

1

p
p c p (7)

where Np is the prediction horizon, Nc is the control horizon
(after which the input moves are set to zeroΔuk+j |k = 0 for all j≥
Nc), and G is the dynamic matrix

=

⋯

⋯
⋮ ⋮ ⋱ ⋱ ⋱ ⋱

⋯ ⋯

⋮ ⋮ ⋮ ⋮
⋯ ⋯

− − − +

− − − +

⎡

⎣

⎢⎢⎢⎢⎢⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥⎥⎥⎥⎥⎥

S

S S

S S S S

S s S S

G

0 0 0 0

0 0 0

j j j j N

N N N N N

1

2 1

1 2 1

1 2 1

c

p p p p c

and yk+l|k
0 = yss + ∑i=l+1

N−1SiΔuk+l−i|k + SN(uk+l−N − uss) is the
contribution to yk+l|k due to past input moves (sometimes

Figure 5. Finite step response model.
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referred to as the “free response” of the system). The future
disturbances, which represent unmodeled effects to the plant, are
not known to the controller; hence they must be estimated.
QDMC uses the “additive disturbance method”’ in which dk|k =
yk
meas − yk|k

0 is estimated based on the current feedback
measurement of the CQAs, denoted by yk

meas, and the predicted
disturbance is assumed to be equal to the present value into the
future, i.e., dk+i+1|k = dk+i|k for all i≥ 0. This rule has been shown to
be optimal for systems with integrating disturbances.32

The optimal control problem to be solved at each sampling
time k is defined as

∑ − −

+ Δ Δ

Δ Δ =

−

+ + | + + |

+ | + |

| + − |

y y W y y

u W u

min ( ) ( )
u u i

N

k i k y k i k

k i k u k i k

,..., 0

1

1 SP
T

1 SP

T

k k k N kc 1

p

(8a)

subject to: FSR prediction equations (7) (8b)

≤ ≤ = −+ |u u u i N0.8 1.2 , 0, ..., 1k i kss ss c (8c)

≤ = −+ + |y i N[0 0 1] IMP , 0, ..., 1k i k1 max p (8d)

where uss is the steady-state input value and IMPmax = 1.08 IMPss
is the maximum allowed impurity content equal to 8% of its
steady-state value. The objective function (eq 8a) penalizes
deviations from the predicted CQAs and their respective desired
set point ySP and future changes in the inputs. These terms are
weighted by user-chosen matrices Wy and Wu that should be
tuned to achieve the best possible performance. Equation 8b
represents the model predictions of the CQAs as a function of
future input moves. Equation 8c is the input constraints that
force the CPPs to stay within chosen bounds, and eq 8d is the
constraints on the impurity content. This optimization can be
formulated as a convex quadratic program that can efficiently be
solved to global optimality using interior point or active set
methods (see ref 22 for further details).
The output weight matrix Wy in the objective function is

selected such that the API dosage more effectively follows its
respective set point trajectory than the production rate. This
difference in importance is because the API dosage is the primary
CQA of themanufactured tablets, which cannot be compromised
due to stringent regulatory requirements. The impurity content
requirements of tablets are addressed through an output
constraint that should be fulfilled at all times (eq 8d). Hence,
the degrees of freedom of the process (i.e., CPPs) can be
exploited intelligently to achieve the desired API dosage (and
with lesser importance the desired production rate), while
satisfying the impurity content limit of tablets during the process
operation. In addition, eq 8 enables incorporating the QbD
considerations into the control problem through input
constraints to ensure regulatory compliant process operation.
The plant-wide QDMC system is implemented in a receding-

horizon mode, as illustrated in Figure 6, which requires online
solution of the optimal control problem (eq 8) over the control
horizon Nc at every time instant k. Online measurements of the
CQAs are used to continuously update the prediction model at
each sampling time instant through the disturbance update rule.
This measurement feedback addresses the effects of uncertainties
and disturbances on optimal process operation. The solution of
eq 8 is the sequences of input values Δuk|k* , ..., Δuk + Nc−1 |k* . Only
the first element uk = uk−1 + Δuk|k* is applied to the ICM pilot
plant. Once new measurements of the CQAs become available at
the sampling time instant k+1, the prediction horizon shifts one

sample ahead, and the optimization procedure is repeated. The
receding-horizon implementation of the control system partly
mitigates performance degradation due to model uncertainties
and process disturbances.

■ RESULTS AND DISCUSSION
This section presents the closed-loop simulation results of the
plant-wide model predictive control of the integrated continuous
pharmaceutical manufacturing pilot plant under various
scenarios pertaining to process uncertainties and disturbances.
Two plant-wide QDMC systems are designed by using the low-
dimensional identified model (eq 1) and the high-dimensional
linearized model (eq 3) to obtain the finite step response models
in the optimal control problem (eq 8). The plant-wide QDMC
systems based on the low-dimensional identified and high-
dimensional linearized models are labeled as SS-MPC and LM-
MPC, respectively. The closed-loop simulation results are
obtained by applying the optimal control inputs to the nonlinear
plant simulator. The CQAs are sampled every 5 min and are fed
back to the control systems to update the prediction model. The
performance of the plant-wide QDMC systems is compared to
that of a plant-wide regulatory control system that consists of
multiloop proportional-integral controllers (see ref 25). The
plant-wide QDMC and regulatory control systems are mounted
on top of a stabilizing control layer integrated into the plant
simulator to ensure stable process operation. The simulation
results also include an open-loop case, where only the stabilizing
control layer is used. In what follows, the normalized CQA
profiles are obtained by normalizing the actual CQA values with
respect to the desired steady-state CQA values.

Parametric Uncertainties in Reaction Kinetics. To
investigate the effect of parametric uncertainties on the
performance of the plant-wide QDMC systems, a gradual
change in synthesis of the intermediate and API compounds in
reactors R1 and R2 (see Figure 1) is induced by defining the
reaction kinetics as
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Figure 6. Receding-horizon implementation of the plant-wide QDMC
system.
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where kR1,1 and kR2,2 denote the rate constants for the
intermediate and API compound synthesis reactions, respec-
tively (see Tables 1 and 2 in ref 20), and kR1,1

0 and kR2,2
0 denote the

nominal values of the rate constants.
Figure 7 depicts the closed-loop simulation results for the

plant-wide QDMC and regulatory control systems, as well the

open-loop case where only the stabilizing control layer is used for
level control. As can be seen, in the open-loop case with no active
control the ICM pilot plant cannot be retained at the desired
steady-state operating condition in the presence of process
uncertainties (i.e., the normalized API dosage and production
rate profiles do not remain at 1.0 in Figure 7a and b, respectively).
In addition, the impurity level violates its maximum admissible
level in the open-loop case, leading to production of off-spec

tablets. This observation calls for active control of the ICM pilot
plant so as to be able to fulfill the stringent regulatory
requirements for the CQAs of the manufactured tablets.
The simulation results demonstrate the ability of plant-wide

MPC in effectively dealing with process uncertainties, as the API
dosage and production rate profiles can follow the set point
trajectories closely (i.e., the normalized profiles remain close to
1.0). Figure 7a shows that both plant-wide QDMC systems with
the underlying low-dimensional identified model (SS-MPC) and
the high-dimensional linearized model (LM-MPC) outperform
the regulatory control system in terms of maintaining the desired
API dosage specification. The improved product quality is due to
the ability of MPC to deal with multivariable dynamics of the
ICM pilot plant, while multiloop PID controllers cannot
accomplish this systematically. Although the improvement
gained in the API dosage set point tracking is approximately
1% using the plant-wide QDMC systems as compared to the
plant-wide regulatory control system, the difference is significant
in pharmaceutical manufacturing since the CQAs of the tablets
cannot be compromised. Figure 7c clearly shows the ability of
plant-wide MPC in constraint handling (i.e., circumventing
violation of the maximum admissible impurity level). Note that
the plant-wide regulatory control system maintains the impurity
level at some prespecified value using a PI controller (see ref 25),
and therefore, the impurity level profile remains at 1.0. However,
by explicitly incorporating the CQA constraints into the control
framework, the plant-wide MPC systems are able to systemati-
cally exploit the extra degrees of freedom of the process to more
effectively achieve the regulatory requirements for the other
CQAs (e.g., the API dosage in this scenario).

Persistent Disturbance in Filtration Units. The effect of
persistent disturbances on plant-wide control of the ICM pilot
plant is investigated by persistently decreasing the washing
efficiency in the filtration units W1 and W2 (see Figure 1) as

= =
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where KW,1
0 and KW,2

0 are the nominal values for the wash factor in
the filtration unitsW1 andW2, respectively (ref 20). The closed-
loop simulation results are depicted in Figure 8. The plant-wide
QDMC systems (especially SS-MPC) are seen to lead to
effective tracking of the set point trajectories and, therefore,
enable operation of the ICM pilot plant around the desired
steady-state operating point effectively in the presence of the
persistent disturbances. The plant-wide QDMC system with the
low-dimensional identified model (SS-MPC) slightly outper-
forms the plant-wide regulatory control system in terms of
achieving smoother set point tracking. Yet again, open-loop
control with the stabilizing control layer results in a substantial
degradation of the CQAs of tablets due to significant and
persistent process disturbances.

Temporary Disturbance in the Purity Level of the
Intermediate Compound.The purity level of the intermediate
compound 1 (stream 1 in Figure 1) is changed, i.e.,

=
≤ ≤⎧⎨⎩x t

t
( )

0.975 if 50 200

0.99 otherwise1

to investigate the ability of the plant-wide control systems to deal
with temporary disturbances. The closed-loop simulation results
indicate that the plant-wide QDMC systems outperform the
plant-wide regulatory control system, in particular for the API

Figure 7.Closed-loop control of the ICMpilot plant with the plant-wide
MPC and regulatory control systems in the presence of parametric
uncertainties in the intermediate and API synthesis reaction kinetics
(reactors R1 and R2 in Figure 1). Two plant-wide QDMC systems
based on the low-dimensional identifiedmodel (SS-MPC) and the high-
dimensional linearized model (LM-MPC) are designed. The perform-
ance of the plant-wide control systems is compared to that of an open-
loop control case, in which only the stabilizing control layer is in place.
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dosage set point tracking (see Figure 9). Both SS-MPC and LM-
MPC enable maintaining the API dosage tightly at the desired set
point in the presence of feed impurities, which is important in
industrial-scale pharmaceutical manufacturing as it requires
robust fulfillment of the regulatory requirements for CQAs in
terms of coping with process changes and disturbances.
Step Increase in the Production Rate. The ability of the

plant-wide control systems in dealing with set point changes is
evaluated by changing the production rate set point by 5% (see
Figure 10b, set point change starts at 100 h). As can be seen in
Figure 10a, the plant-wide QDMC systems enable tracking the
API dosage set point trajectory more closely than the plant-wide
regulatory control system. In addition, the plant-wide QDMC
systems lead to faster transition dynamics to the new set point, as
shown in Figure 10b. The plant-wide MPC results in production
of less off-spec tablets during the production rate set point
change and, therefore, offers more flexibility in the operation of
the ICM pilot plant.

■ CONCLUSIONS
This article presents two plant-wide MPC systems for an end-to-
end continuous pharmaceutical manufacturing pilot plant built at
the Novartis-MIT Center for Continuous Manufacturing. Two
modeling approachessubspace identification and linearization
of the plant-wide model in the form of a set of nonlinear DAEs
are investigated to obtain a linear low-dimensional and high-
dimensional representation of the nonlinear plant dynamics,
respectively. The quadratic dynamic matrix control algorithm is

applied for designing an input−output control framework for the
plant-wide MPC of the integrated continuous manufacturing
pilot plant, independent of the plant state dimension.
The subspace identification method can be straightforwardly

applied to derive a low-order, data-driven model of an ICM
process when a sufficient amount of informative data can be
generated through perturbations of the CPPs during process
operation. In the simulations, no noticeable control performance
loss was incurred using the low-order subspace model for the
ICM process at hand. In practice, however, excessive
perturbations may be required during the identification experi-
ments required for developing an accurate subspace model,
resulting in a large amount of off-spec material. An alternative to
subspace identification is to develop a process model based on
first-principles independent of plant experimentation, e.g., first-
principles models built and validated using laboratory-scale data.
Since first-principles models of ICMs are generally nonlinear and
computationally expensive for use for online control, the process
models can be linearized using Taylor series and then directly
converted to an efficient input−output model for use in the
QDMC algorithm. The closed-loop simulation case studies
indicate that the plant-wide MPC systems designed using the
linearization-based and subspace modeling approaches lead to
comparable closed-loop performance for various operating
scenarios pertaining to process uncertainties, disturbances, and
set point changes in the ICM process under study. Since both
modeling approaches require, respectively, a detailed set of
model equations or enough informative process data, the choice

Figure 8. Closed-loop control of the ICM pilot plant using the plant-
wideMPC and regulatory control systems in the presence of persistence
disturbance in the filtration units (filter units W1 andW2 in Figure 1).
Two plant-wide QDMC systems based on the low-dimensional
identified model (SS-MPC) and the high-dimensional linearized
model (LM-MPC) are designed. The performance of the plant-wide
control systems is compared to that of an open-loop control case, in
which only the stabilizing control layer is in place.

Figure 9. Closed-loop control of the ICM pilot plant using the plant-
wide MPC and regulatory control systems in the presence of temporary
disturbance in the purity level of the intermediate compound 1 (stream
1 in Figure 1). Two plant-wide QDMC systems based on the low-
dimensional identified model (SS-MPC) and the high-dimensional
linearized model (LM-MPC) are designed. The performance of the
plant-wide control systems is compared to that of an open-loop control
case, in which only the stabilizing control layer is in place.
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of the modeling approach in practice hinges on the availability of
process data or first-principles process models for a given
application. Irrespective of the modeling approach, this paper
demonstrates that plant-wide MPC facilitates effective regulation
of CQAs and flexible process operation in the presence of
different types of process uncertainties and disturbances. In
addition, plant-wide MPC enables incorporating the QbD
considerations into the control formulation through input and
output constraints to ensure regulatory compliant process
operation. As such, the control design can explicitly address
the stringent regulatory requirements in the pharmaceutical
industry.
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